
 

 

 

APPENDIX TO THE FINAL REPORT 

 

 

 

Thomas Ackermann 

Stanislav Cherevatskiy 

Tom Brown 

Robert Eriksson 

Afshin Samadi 

Mehrdad Ghandhari 

Lennart Söder 

Dietmar Lindenberger 

Cosima Jägemann 

Simeon Hagspiel 

Vladimir Ćuk 

Paulo F. Ribeiro 

Sjef Cobben 

Henrik Bindner 

Fridrik Rafn Isleifsson 

Lucian Mihet-Popa 

 

 

 

 

 

 

 

Supported by: Project Partners: 

Energynautics GmbH, Germany 

University of Cologne, Germany 

KTH Royal Institute of Technology, Sweden 

DTU Technical University of Denmark 

TUE Eindhoven University of Technology, Netherlands

SMART MODELING OF OPTIMAL INTEGRATION 
OF HIGH PENETRATION OF PV – SMOOTH PV 



 

CONSORTIUM 

http://www.smooth-pv.info  2 

 

THE CONSORTIUM 

 

Energynautics GmbH, Germany 

Project Manager: Thomas Ackermann 

t.ackermann@energynautics.com 

 

 

University of Cologne, Chair of Energy 

Economics, Cologne, Germany 

Contact: Dietmar Lindenberger 

dietmar.lindenberger@uni-koeln.de 

 

 

Royal Institute of Technology (KTH) 

Electric Power Systems, Stockholm, Sweden 

Contact: Prof. Lennart Söder 

lennart.soder@ekc.kth.se 

Robert Eriksson 

robbaner@kth.se 

 

 

Risø National Laboratory for Sustainable Energy 

(DTU), Technical University of Denmark, 

Copenhagen, Denmark 

Contact: Henrik Binder hwbi@risoe.dtu.dk 

 

 

Eindhoven University of Technology (TUE), 

Electrical Power Systems, Eindhoven, The 

Netherlands 

Contact: Prof. Will Kling w.l.kling@tue.nl 

 

http://www.smooth-pv.info/
mailto:t.ackermann@energynautics.com
mailto:simeon.hagspiel@uni-koeln.de
mailto:lennart.soder@ekc.kth.se
mailto:hwbi@risoe.dtu.dk
mailto:w.l.kling@tue.nl


 

 

8 
APPENDIX 

 



 

APPENDIX 

http://www.smooth-pv.info  4 

 

8 APPENDIX 

The appendix at hand contains the scientific papers and reports that include detailed 

description of the methodologies applied and results achieved by the participating parties 

within the Smooth PV project. To jump to the paper, click on the corresponding title. 
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Transporting Renewables: Systematic Planning for Long-
Distance HVDC Lines 

Energynautics 2 App01 

Determining the Maximum Feasible Amount of 
Photovoltaics in the European Transmission Grid Under 
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Energynautics 4 App02 

The economic inefficiency of grid parity: The case of 
German photovoltaics in scenarios until 2030 

UoC 6 App03 

Cost-optimal Power System Extension Under Flow-based 
Market Coupling and High Shares of Photovoltaics 

UoC, 
Energynautics 

4, 8 App04 

Development of Tools for DER Components in a 
Distribution Network 

DTU 10 App05 

Simulation Model developed for a Small-Scale PV System 
in Distribution Networks 

DTU 10 App06 

Development of Tools for Simulation Systems in a 
Distribution Network and Validated by Measurements 

DTU 11 App07 

Development, Improvements and Validation of a PV 
System Simulation Model in a Micro-Grid 

DTU 11 App08 

Model Predictive Controller for Active Demand Side 
Management with PV Self-consumption in an Intelligent 
Building  

DTU 12 App09 

Characterisation of the rapid fluctuation of the 
aggregated power output from distributed PV panels 

DTU 12 App10 

Comparison of a Three-Phase Single-Stage PV System in 
PSCAD and PowerFactory 

KTH 14, 15 App11 

Comparison of a Three-Phase Single-Stage PV System in 
PSCAD and PowerFactory (Master Thesis, provided as a 
separate file on the website) 

KTH 14, 15 App12 

Improving the Photovoltaic Model in PowerFactory 
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Coordinated Droop Based Voltage Control among PV 
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Transporting Renewables: Systematic
Planning for Long-Distance HVDC Lines

Tom Brown, Stanislav Cherevatskiy, Eckehard Tröster
Energynautics GmbH

Mühlstraße 21, 63225 Langen, Germany
Email: t.brown@energynautics.com

Abstract—The planning and operation of high voltage
direct current (HVDC) lines within synchronous alter-
nating current (AC) transmission networks has become
an important topic, particularly with the integration of
remote renewables into the grid. The optimal dispatch
of particular fixed AC-DC networks has already been
studied in the literature; we focus in this paper on
optimizing the initial positioning of the DC network within
the AC network and how it should be optimally sized. The
problem is challenging because the optimization criteria
(such as reducing congestion, overloading and losses)
are non-linear while the optimization space of possible
connection points of the DC terminals is discrete. Tech-
niques are presented here based on a linearized version
of the AC load-flow equations known as power transfer
distribution factors (PTDFs). Examples are calculated for
Germany in the year 2030 and for the European network
up to the year 2050, with renewable power plants built
out to provide 90% of electrical energy.1

Keywords: HVDC, HVDC planning, PTDF, optimization,
AC/DC interaction

1. INTRODUCTION

The integration of large amounts of renewable energy
into the power system requires new power corridors to
transfer the energy to where it is needed. For example,
good wind resources are often geographically remote,
on coastlines or in the sea, and thus can be far away
from load centres; in addition, the balancing effects of
aggregating multiple wind sites can best be leveraged
when very wide areas are interconnected.

For the transmission of power over long distance high
voltage direct current (HVDC) has several advantages
over high voltage alternating current (HVAC): lower
losses over long distances and therefore lower costs;
higher power transmission for the same mast height and
ground clearance; no need for reactive power compen-
sation along the line; as a result, it is feasible to put
underground or in the sea; much better controllability
and hence greater ease of allocating the cost of the
transmission assets; and, in the case of voltage source
converter (VSC) HVDC technology, the stabilization of
weak grids (see for example [1]).

A further advantage of HVDC is the ability to connect
different synchronous AC networks and thus enable
power transfers between them. The majority of HVDC
lines that have thus far been built have been be-
tween grids that are not synchronous; exceptions are

1Presented with peer review at EWEA 2013 in Vienna.

mostly lines under bodies of water, such as Fenno-
Skan between Finland and Sweden and the connection
between Italy and Greece. However this is now chang-
ing, as the need for long distance power transmission,
particularly to accommodate renewables, has lead to
plans for HVDC lines within meshed synchronous AC
zones. Examples in Europe include the currently under
construction Inelfe line between Spain and France [2]
and planned lines between Belgium and Germany [3]
and within Germany itself [4].

A high voltage DC network running parallel to an AC
network presents several challenges, many of which
have been tackled in the literature. The effects on
stability and voltage control during disturbances have
been widely studied for different technologies (see for
example [5] and [6] for recent operation and control
strategies). Interactions between several nearby HVDC
systems where the subject of, for example, [7]. From a
more economic perspective, optimal power flow strate-
gies for mixed AC-DC systems with fixed topology were
considered in [8] and [9], while hourly scheduling of
HVDC with VSC was discussed in [10].

From a planning point of view, the optimal expan-
sion of AC transmission systems is already a highly
developed field, with various strategies being employed
depending on the size of the network, the time horizon,
whether generation assets are also included in the
optimization and what kind of objective function is used.
The optimization problem is non-linear because the
load-flow equations and computation of losses are non-
linear; it is constrained by the various characteristics
of the assets; it is in general non-convex; and it is a
mixed integer problem, since transmission and gener-
ation assets can only be built out in discrete steps.
Usually the topology of the network is assumed to
be fixed. To enable computation in reasonable times
simplifications are often made, such as the linearization
of the load-flow equations, neglecting losses, forcing
convexity of the solution space or allowing expansion of
the network in arbitrarily-sized steps. Literature surveys
can be found in [11], [12], [13].

Some optimal planning studies have also incorpo-
rated HVDC systems alongside AC networks [14], [15]
but they assume that the location and topology of the
HVDC line is fixed and only optimize its capacity. DC
lines are built out in preference to the AC grid to
enable longer distance power flows and thus cheaper



generation technologies to be dispatched. By allowing
more controllable power transfers, they can also relieve
large parts of the AC grid, although they may require
the AC grid to be strengthened at the connection points.
Overdimensioning of the DC line must also be avoided,
to prevent parallel flows in the opposite direction on the
AC network.

In this paper we introduce and investigate some
algorithms for choosing not just the size but also the
optimal placing of HVDC lines within an AC network.
They can be located to relieve congestion in the AC
network, to reduce overloading of AC lines, to reduce
power losses or to reduce overall network expansion
costs. To simplify the problem we linearize the load-
flow equations using Power Transfer Distribution Fac-
tors (PTDFs), a strategy already used in other studies
[16], [17]. However the optimization problem remains
non-linear since the objective functions are non-linear.
The problem is also by nature discrete, since particular
nodes must be selected for attaching the DC network.

Case studies are presented for the European trans-
mission system, with a particular focus on Germany.
An aggregated grid model is used for the power flow
calculations, while the scenario for installed capacities
and dispatch of generation technology is taken from
the SmoothPV project [18], in which generation and
transmission assets were jointly optimized for social
welfare up to the year 2050 with a 90% reduction in
CO2 emissions. Germany was chosen as the main
focus because the need for HVDC links within Germany
is already known (to carry wind from the North to
the South of the country to replace shut-down nuclear
capacity) and because studies already exist against
which we can compare our results, such as the German
Network Development Plan 2012 [4].

The remainder of the paper is structured as follows:
Section II presents the methodology. The algorithms are
applied to Germany in Section III. Section IV expands
the analysis to the rest of Europe. Section V concludes.
In the Appendix a flow-allocation algorithm for detecting
long distance flows in AC networks is presented which
is related to the other algorithms presented here.

2. METHODOLOGY

The basic methodology is to minimize an objective
function which gives each HVDC configuration within
the AC network a score based on how much it reduces
losses, congestion, costs or overloading in the AC net-
work. Load-flow equations are incorporated into the ob-
jective function so that the effect of the HVDC network
on every AC line is taken into account. Each different
HVDC configuration (i.e. the different connection points,
including simple multiterminal examples) is optimized
separately and then the results are compared.

2.1. The PTDF representation of the load-flow equa-
tions

To simplify the problem, linearizations of the load-flow
equations are used called Power Transfer Distribution
Factors (PTDFs), which are essentially the same as

what is known as a ‘DC load flow’ calculation. It is a
linearized relation between the net power imbalances
at each node and the active power flows on the lines,
based only on series reactances of the lines and the
voltage angles.

The non-linear AC load-flow equations can be lin-
earised if we assume that: all voltages are set to 1 p.u.;
reactive power is neglected; losses are neglected; line
series reactance is always bigger than the resistance
X >> R ≈ 0; voltage angles between busses are small
enough to make the approximation sin(δi−δj) ≈ δi−δj .

If i, j ∈ {1, . . . n} label the nodes, then let Pij rep-
resent the real power flow along the branch between
nodes i and j, δi the voltage angle at each node with
respect to some reference and xij the reactance of the
branch. Then the load-flow equation for each branch
simplifies to

Pij =
1

xij
(δi − δj) (1)

Combining this equation with the fact that that the power
transfers in each branch incident at each node must add
up to the power balance at that node, the branch flows
can be related linearly to the nodal balances

Pbranch = PTDF ·Pnodal (2)

The elements of the matrix PTDF are the power
transfer distribution factors, constituting the linear re-
lationship between the load flows on the lines and
nodal power balances. They can also be calculated by
choosing a slack bus within the network and measuring
the change in power flow on each line for an additional
power transfer between a chosen node in the network
and the slack bus (this is where the name PTDF comes
from).

2.2. Optimization and objective functions

A variety of different objective functions were tested,
each with different advantages and disadvantages that
should be taken into account when planning an HVDC
line.

For each topology (e.g. single HVDC line, two HVDC
lines, multiterminal configurations) the different possible
locations of the connection nodes were enumerated
and then the power flow for each configuration was
optimized separately. The optimization space is the
power transfers {x} between nodes connected by the
HVDC network, represented as power injections at the
nodes. For a single line connecting two nodes there
is one variable; for three nodes in a multi-terminal
configuration there are two variables.

For the non-linear optimization the quasi-Newton al-
gorithm of Broyden, Fletcher, Goldfarb and Shanno
(BFGS) as implemented in the Python library SciPy
[19] was used, which offered good performance for the
problems under consideration.

The optimization is highly dependent on the gener-
ation dispatch data, which determines the power flows
in the AC network. The data will be discussed shortly.
The optimization was performed separately for each



dispatch snapshot and then the scores were summed
across the snapshots to get the optimal configuration
for a variety of load flow situations.

The objective functions considered here were:
1) Power losses reduction: The power-loss objective

function optimizes for the reduction in losses in all
branches b of the AC network with and without the
HVDC lines

flosses(x) =
∑
b

[
P 2
b,before − P 2

b,after(x)
]
∗ Rb

V 2
b

(3)

This is only an approximation of the actual losses on
the line, since by simplifying the load flow equations we
have neglected reactive power flows and losses, but it
serves as a reasonably accurate proxy, where Rb is the
resistance of the line and Vb the (constant) voltage. The
losses incurred in the HVDC lines, assuming a rate of
3% for every 1000km [20], are small in comparison to
the losses reduction on the AC network, so we neglect
them here.

2) Congestion reduction: The congestion reduction
function measures the reduction in power flow on each
line multiplied by its length `b

fMWkm(x) =
∑
b

[
|Pb,before| − |Pb,after(x)|

]
∗ `b (4)

This function is particularly sensitive to parallel loop
flows in the AC network where power spreads out in
the network, travelling over long indirect routes to get
to where it is used. It is also useful for deciding how
much power to dispatch in the DC network {x} so that
it doesn’t cause backward flows in the reverse direction
in the AC network (which would worsen the score).

3) Cost reduction: The congestion function can be
adapted to optimize the cost of building the DC network
versus the AC network

fCost(x) =
∑
b

[
|Pb,before| − |Pb,after(x)|

]
∗ `b ∗ cOHL

−
∑
h

|xh| ∗ (`h ∗ cOHL + cConverter) (5)

The first term is the cost saved by reduced flows on
the AC lines, while the second term is the cost of the
DC lines h and converters. cOHL is the cost per MW per
kilometre of overhead lines (assumed to be the same for
AC and DC) and cConverter is the cost per MW of the AC-
DC converters required at the connection points of the
DC network to the AC grid. We have taken cost values
cOHL = e400/MW/km and cConverter = e150,000/MW
from [18], but neglected the terrain factors used there.

This function is not perfect, since one would only build
out transmission capacity in discrete parts. It also gives
positive scores to power reductions within the thermal
limits of existing infrastructure, which wouldn’t provide
a cost benefit. In addition, it does not take into account
costs incurred by the higher losses and reactive power
compensation in the AC network, so it must be treated
with caution.

4) Loading reduction: For the loading reduction the
score is weighted according to whether the DC lines
helps reduce the loading on AC lines which are already
loaded over 70% of their thermal limit (70% was chosen
as a safety margin following n−1 security criteria and
also to allow flexbility for future increases in load and
generation)

fthermal(x) =
∑
b

[
reduction of loadings above 70%

]
∗ `b (6)

Let the loading be Lb = Pb/Pb,thermal limit. If the loadings
before and after the introduction of the HVDC system
are below 70%, the score is zero. If the loading before
is less than 70% but the HVDC system has increased
the loading above 70% then the score is the negative
of the difference between the new loading and 70%.
If the loading before is more than 70% then the score
corresponds to how much the HVDC system has de-
creased (positive score) or increased (negative score)
the loading. Reductions below 70% are ignored.

This function is perhaps more relevant than the con-
gestion MWkm function from a planning perspective,
since it is sensitive to reductions only on overloaded
AC lines. The MWkm function may reward configura-
tions that reduce loading on lines that are already well
below their thermal limits, which are not of concern to
planners.

2.3. Network model

To analyse the power flows in the European transmis-
sion network, a detailed model of the high voltage grid
is used. This model was developed with DIgSILENT’s
power system calculation tool PowerFactory and covers
all ENTSO-E members. It consists of over 200 nodes,
representing generation and load centers within Eu-
rope, 450 high voltage AC (HVAC) lines and all the high
voltage DC (HVDC) lines within the ENTSO-E area (see
Figure 1 for the German part of the network). The grid
model is built for AC load flow calculations, but in this
paper only DC load flow was used.

The model includes load and generation allocation
keys, which distribute generation per technology across
the nodes within each market region. The network and
distribution keys were validated by comparing cross-
border flows in the model against publicly available data
from ENTSO-E, after which the impedances and allo-
cation keys were optimized to ensure good agreement
across several snapshots of the network.

The model covers four points in time: 2011, based
on the current network; 2020, including all mid-term
planning projects from ENTSO-E’s Ten Year Network
Development Plan [3] (constituting 82 GVA of extra AC
and 13 GW of extra DC capacity comparated to 2011);
and 2030 and 2050 based on the optimal generation
and transmission expansion taken from the SmoothPV
project [18]. The 2030 and 2050 networks include a
fixed HVDC overlay grid which connect the major load
centres in each market region (see Figure 4). The
initial motivation for the study presented in this paper
was to determine where HVDC lines should be placed



in the SmoothPV network, since the linear optimiza-
tion algorithms used for that project needed fixed line
topologies before they could optimize for the size of the
transmission assets.

For the Germany case study the 2020 network was
used with the 2030 dispatch data, so that the stresses
on the network in 2030 could be seen from the per-
spective of a present-day planner.

For the European case study a slightly different ap-
proach was used: the overlay grid in 2030 and 2050
was assumed to be in fixed locations (but the capacity
was free to be optimized), while HVDC lines were then
optimized in each country but forced to be connected
to the overlay grid landing point in each market region.

2.4. Generation dispatch scenario to 2050

The load, generation and transmission system expan-
sion scenario up to 2050 was taken from the SmoothPV
project [18], which jointly optimized generation and both
AC and DC network infrastructure using similar PTDF-
based methods (the methodology is discussed in [17])
based on a 90% CO2 reduction target compared to
1997. The grid model was the same as that presented
above; the electricity market model was developed at
the Institute of Energy Economics in Cologne [22].

For the years 2011, 2020, 2030 and 2050 the dis-
patch was calculated for eight typical days per year
on an hourly basis, representing variations in electricity
demand as well as in solar and wind resources [23].
Extreme events that particularly stress the power sys-
tem, such as periods of low wind and high demand,
were also covered. For the case studies in this paper
we have focused on snapshots with high wind, to model
situations when the network is put under strain by large
wind power inflows.

For the study of Germany, 42 GW of onshore wind
were installed by 2030 along with 44 GW of offshore
wind (28 GW in the North Sea and 16 GW in the
Baltic Sea), assuming cost-optimal development. (In
the Network Development Plan of 2012 by contrast,
64 GW of onshore wind and only 28 GW of offshore are
foreseen in the lead scenario by 2032.) All the nuclear
plants are assumed to have been taken off-line.

For the entire ENTSO-E area the installed capacities
for onshore wind were 264 GW in 2030 and 266 GW
in 2050, and for offshore wind 166 GW in 2030 and
497 GW in 2050. Big cost reductions were assumed
and predictions this far ahead should obviously be
treated with caution.

2.5. Simplifications and assumptions

The use of DC load flow, a simplification necessary to
reduce computation complexity, means that we cannot
take account of reactive power flows, voltage stability
or reactive power compensation in the AC network.2

No account was taken of fault behaviour either.
We have made no assumptions about the HVDC

technology used; the HVDC line is modelled with a

2A study of these issues for several HVDC configurations in the
network of the German TSO Amprion can be found in [21].

static generator taking up active power in one place
and another delivering it somewhere else. We assume
by 2050 VSC or similar technology will be available for
large power transfers and will be favoured due to its
ability to provide reactive power and hence contribute
towards system stability.

3. TEST CASE: GERMANY IN 2030

Germany was chosen as a test case for these al-
gorithms both because the aggregated network model
is most detailed for Germany and because there are
already existing plans for HVDC capacity in Germany
[4] with which we can compare our results.

For each topology all possible nodes within Germany
were considered in the optimization for the connection
of the HVDC terminals. For the changes in power flows
on the network measured by the objective functions, all
branches in Germany and the bordering countries were
included. The network capacities from 2020 were used
with the dispatch data predicted for 2030, as explained
above. This means that in the base case, without HVDC
lines, there are already a significant number of AC lines
which are overloaded (see Figure 2).

For each optimization we have taken an average
across 8 winter snapshots with high wind levels; a
maximum score is also included for comparison. The
nodal dispatch in the windiest snapshot is indicated
graphically in Figure 1.

3.1. Optimizing for a single line

The results for a single HVDC line are displayed
in Tables I to IV. The highest scoring lines for losses
reduction and congestion reduction are in agreement:
a line with capacity around 20 GW is recommended
from Hamburg (DE03), in between the offshore wind
parks in the North and Baltic seas, and load centres
in the very south of Germany, around Ulm (DE34),
Augsburg (DE30) and Munich (DE35). With such a line
one can save around 4 GW of losses in the AC network
under windy winter conditions, around 14000 GWkm
of loading on the AC network and reduce the number
of overloaded lines by a factor of 3. The line between
Hamburg and Ulm is marked on the map in Figure 1.3

The graphic in Figure 1 shows the extent to which
the loading on the AC network is reduced by the
introduction of the HVDC line. All routes going from
north to south have their burden reduced, including loop
flows that go through the Netherlands, Belgium and
France and on the other side through Poland and the
Czech Republic. Some lines near the connection points
have increased loading, particularly in the south, as the
connection point stresses the network locally delivering
the power.

These capacities agree broadly with the German Net-
work Development Plan 2012 (NEP) [4], which foresees
capacity of 20 GW from the North Sea to southern
Germany in its scenario for 2032. In the NEP strain

3The background image in this figure and others is courtesy of
ENTSO-E.



on the AC network is avoided by splitting the capacity
into four separate corridors4 across the country with
multiple terminals in each corridor, although one must
bear in mind that this also increases the costs by adding
converter stations. We will explore simpler versions of
such multiterminal solutions in the next section.

The avoided losses in Table I appear quite high, but
there are several reasons for this. Firstly, the 2020
version of the network was used for this study, so
the capacities of the AC lines are under-sized; as
you can see from Figure 2 many of the lines are
overloaded, so their losses will be higher than in a
properly-dimensioned network. Secondly, there is a
very large amount of power (50 GW including Denmark)
being injected in the north, enough to cover most of
Germany’s demand at its lowest point and around 60%
of its peak demand, therefore a significant amount of
power is being transported over long distances. From
Figure 1 it is clear that many lines, including those far
away, are affected by this power flow. And thirdly, since
the losses go quadratically with the power, reducing the
power from higher values has a very large effect on the
losses reduction.

The scores in saved costs from Table III are roughly
in agreement for location, with the exception of a high-
scoring line going from North (DE03, Hamburg) to the
East (DE18, Chemnitz), which appears because of a
lack of West-East capacity dating back to the Reunifi-
cation of Germany and because the shorter length of
the HVDC line leads to a lower cost.

The optimized capacities are noticably lower than for
the other objective functions, between 3 GW and 8 GW.
For reasons discussed before, the cost savings for the
AC network are most likely a significant underestimate,
since it doesn’t take account of the discrete steps in
which transmission capacity is built out and it doesn’t
take account of the cost of losses and reactive com-
pensation in the network.

The scores for reducing overloading on lines loaded
over 70% can be found in Table IV. In contrast to the
losses and congestion scores, the highest scoring are
delivering power to the East. This is because around
half the overloaded lines are in this eastern region,
so there is a strong bias towards reducing the loading
there. Because the distances there are not so great and
the losses in the AC network correspondingly lower, it
may be better to build out the AC network here, and
then use HVDC for the longer routes.

An example of the change in loading profile for the
AC network is depicted in Figure 2 for a 17 GW line
from DE03 to DE32. The single DC line has reduced
the number of overloaded lines by a factor of three,
reducing the total which are over their thermal capacity
from 39% to 13%. (That so many lines are overloaded
shouldn’t be alarming, since we’ve used the 2020 net-
work.)

Given the discrepancies between the other scores,
it is surprising that the losses and congestion scores

4The line DE03 to DE34 most resembles Corridor C in the NEP.

TABLE I
SCORES FOR LOSSES REDUCTION

Averaged Averaged Max Power
Line score power score max

(MW) (GW) (MW) (GW)
DE03 → DE34 4458 18 6250 21
DE03 → DE30 4362 17 6005 20
DE03 → DE35 4268 17 5829 20
DE03 → DE32 4122 16 6046 20
DE03 → DE18 3957 20 5263 23
DE03 → DE33 3876 15 5639 18
DE03 → DE31 3791 15 5183 17

TABLE II
SCORES FOR CONGESTION REDUCTION

Averaged Averaged Max Power
Line score power score max

(GWkm) (GW) (GWkm) (GW)
DE03 → DE34 13864 19 18123 23
DE03 → DE30 13495 19 17402 23
DE03 → DE35 13326 20 17065 23
DE03 → DE18 12347 22 14916 26
DE03 → DE31 12287 19 15823 22
DE03 → DE29 12126 19 15529 22
DE03 → DE32 12082 18 17336 22

TABLE III
SCORES FOR REDUCED COST

Averaged Averaged Max Power
Line score power score max

(million e) (GW) (me) (GW)
DE03 → DE18 362 8 495 11
DE03 → DE35 201 3 209 5
DE03 → DE31 136 2 112 3
DE03 → DE34 128 4 289 8
DE03 → DE30 118 2 178 2
DE07 → DE35 109 3 93 3
DE03 → DE23 98 4 203 8

TABLE IV
SCORES FOR REDUCING OVERLOADED LINES

Averaged Averaged Max Power
Line score power score max

(%) (GW) (%) (GW)
DE03 → DE18 3116 19 3992 22
DE03 → DE19 2871 18 3670 21
DE03 → DE32 2617 15 3855 17
DE03 → DE30 2569 14 3393 16
DE03 → DE11 2567 18 3309 21
DE03 → DE35 2564 14 3344 16
DE03 → DE34 2535 15 3397 18

are in such close accord. They show good agreement
on recommended locations and for the recommended
capacities the congestion method recommends lines
about 10% bigger. A possible explanation is that the
length of each line `b in equation (4) is a good enough
proxy for the resistance in (3) and for large currents the
quadratic relation of losses to current is flat enough that
it is sufficient to model the losses as linearly dependent
on the power.5 The congestion method is significantly
faster computationally, so presents a good compromise
when the size of the potential solution space grows
large.

5In equations, we are saying that for large I, we can approximate
the loss function P = RI2 with P = A+BI. Since the losses score
(3) is a subtraction of losses, the constant A disappears.



Fig. 1. The aggregated network model for Germany. For this windy
winter snapshot, blue nodes have net generation, red net load, while
their radii are in proportion to their power. The orange line is the
HVDC, carrying 20 GW. Blue AC lines have their loading reduced
by the HVDC line; for red lines the loading increases (in both cases
proportional to the width of line).

Fig. 2. Loading as a percentage of the thermal limits of the 76 lines
in Germany on a windy winter day, with and without an HVDC line
carrying 17 GW from Hamburg (DE03) to Freiburg (DE32).

3.2. Optimizing for a multiterminal three-node network

In this section we consider a multiterminal topology
which connects three nodes with HVDC lines. To sim-
plify the problem we treat this configuration as two
HVDC lines with a common connection node, although
in reality the lines would split at a fourth point, see the
examples drawn in Figure 3. Results are calculated for
the losses-reduction and congestion objective functions
in Tables V and VI, since these methods gave the

TABLE V
LOSSES SCORES FOR THREE-NODE NETWORK

Averaged Averaged Max Power
Lines score power score max

(MW) (GW) (MW) (GW)
DE03→DE18 5299 10 6817 11
DE03→DE34 12 15
DE01→DE34 5269 11 6997 13
DE03→DE34 13 16
DE03→DE32 5052 9 6835 12
DE03→DE35 10 11

TABLE VI
CONGESTION SCORES FOR THREE-NODE NETWORK

Averaged Averaged Max Power
Lines score power score max

(GWkm) (GW) (GWkm) (GW)
DE03→DE18 16425 12 20760 12
DE03→DE34 13 16
DE01→DE34 15296 12 21196 16
DE03→DE34 15 19
DE03→DE32 14847 12 19941 16
DE03→DE35 9 8

best indications in the previous section for long-distance
power transfers. For interest’s sake and to save space,
we have left out some configurations which were very
similar to the others.

The three highest scoring configurations are a line
from North to South that branches off to the East (DE18,
Chemnitz), a line from the North that splits when it gets
to the South, and lines from the Northwest (DE01) and
the North (DE03) that join and then go down to the
South. Two of these configurations are show in Figure
3.

Compared to single line configurations, the amount
of losses that can be avoided in such configurations
rises by around 24% and the congestion score by 18%.
The amount of power being transported away from the
coast has also been increased by just over 20%, which
is enabled because the power is able to be dispatched
more evenly around the network, avoiding strain around
the connection points.

3.3. Optimizing for two HVDC lines

From the previous multiterminal solutions it is clear
that HVDC lines connecting the big power injection
points in the Northwest (DE01) and North (DE03) are
prefered. Therefore in this section we consider two
lines, one from each of these points, and optimize for
the positions of the other ends of the two lines. The
results for the losses-reduction and congestion metric
are in Tables VII and VIII (again we have not repeat
configurations that are very similar).

The optimal connections are from the North-East to
the South and then from the North to Chemnitz in
the East. The top-scoring result is drawn in Figure 3.
Comparing the optimal solutions with the three-terminal
case, the losses avoided increases only 7% and the
congestion reduction by 10%. However the amount of
power transferred increases by 41%, which is signifi-
cant. This increase in power is because the two lines



Fig. 3. Two different 3-node multiterminal solutions (in yellow and
brown) and one two-line solution (in green). The branching points in
the middle for the 3-node solutions are indicative only and have not
been optimized.

TABLE VII
LOSSES SCORES FOR TWO LINES

Averaged Averaged Max Power
Lines score power score max

(MW) (GW) (MW) (GW)
DE01→DE34 5666 16 7594 19
DE03→DE18 15 18
DE01→DE32 5550 13 7653 17
DE03→DE18 16 19
DE01→DE32 5471 12 7692 15
DE03→DE30 14 16

can be far enough apart that the strain induced at the
connection points is spread out.

It’s also interesting to note that these results are not
fully in accordance with the NEP, in which all the HVDC
lines bring power to the South and not to the East.
An explanation is that the NEP assumes more onshore
wind expansion in the East, which would cover the load
there, while from Figure 3 it is clear that there is a big
load centre in the Czech Republic being served.

Also interesting is that the single HVDC line solution
from DE03 to DE34 doesn’t appear high in the list.
This means if we’d taken the single solution and then
tried to add a second line separately, we would have
missed the optimal two-line solution. Solutions with
multiple terminals need to be considered jointly for
optimal results.

TABLE VIII
MWKM SCORES FOR TWO LINES

Averaged Averaged Max Power
Lines score power score max

(GWkm) (GW) (GWkm) (GW)
DE01→DE34 18141 16 22870 20
DE03→DE18 17 20
DE01→DE32 17433 15 23404 19
DE03→DE18 18 21
DE01→DE34 17059 17 21737 24
DE03→DE28 15 16

Fig. 4. European model with an overlay HVDC grid between regional
load centres in purple and internal HVDC lines in orange.

4. EUROPE TO 2050

In this section we present results computed for the
SmoothPV project [18], a project to optimize generation
and transmission capacity for the whole of Europe up
to 2050 with 90% CO2 reductions. For computational
reasons it was decided to first fix the topology of an
overlay HVDC grid connecting the major load centres
(in purple in Figure 4), whose capacities were set by
the main optimization algorithm along with the AC trans-
mission capacities and the generation distribution. The
HVDC lines internal to each market region (in orange
in Figure 4) were then selected using the algorithms
presented above, with the condition that they connect
directly to the overlay grid.

The resulting locations and capacities of the internal
lines are presented in Table IX. With the exception of
Spain, every line was necessitated by the development
of offshore wind. Very large installed capacities far from
load centres meant that such lines scored highly.

Note that the capacities in Germany for 2030 are
lower than those presented above, since the locations
on the coast were fixed based on the 2050 dispatch,
which sees a proportionally bigger expansion of off-
shore wind in the Baltic Sea. In addition the other ends
of the lines were forced to connect to the overlay grid
landing point in the load centre of Stuttgart.



TABLE IX
DOMESTIC HVDC LINES CONNECTING TO THE OVERLAY GRID

Country From To Capacity Capacity
(Optimized) (Fixed) 2030 (GW) 2050 (GW)

DE Bremerhaven Stuttgart 13 25
DE Greifswald Stuttgart 3 10
ES Algeciras Madrid 4 7
FR Cherbourg Paris 2 6
GB Glasgow London 3 6
IT Naples Milan 1 8
PL Gdansk Warsaw 2 16

5. CONCLUSIONS

In this paper we have developed four algorithms to
optimize the placement of HVDC networks within AC
transmission systems. They allow HVDC lines to be
planned in a systematic way in a variety of configura-
tions, which we hope will be useful not just for roadmap
studies with aggregated network models, but also for
real-life network planners.

In a case-study for Germany we found our predictions
for necessary HVDC capacity agreed broadly with the
scenario for 2032 from the German Network Develop-
ment Plan [4], which calls for significant capacity in a
North-South direction, although we also found a need
for lines connecting to the central eastern part of the
country. Results for a European HVDC supergrid were
also presented.

From a methodological point of view the losses- and
congestion-reducing objective functions worked well in
identifying the need for long-distance power transfers.
Since they largely agreed and the congestion function
was computationally quicker, for larger studies we would
recommend the congestion function for quick and accu-
rate results. We also found that for more complicated
topologies, multiple lines and terminals must be opti-
mized jointly to obtain the best results.

For future studies it would be very interesting to
increase the scope of the optimizations by working with
network models that have not been aggregated, and to
consider more complicated topologies. It would also be
useful to incorporate planning for the entire network,
including generation assets and AC capacity built out
in discrete steps. Some of the simplifications outlined
in Section II-E could be avoided, but at the expense of
significantly higher computation times.
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APPENDIX: DETECTING LONG-DISTANCE FLOWS WITH
MARGINAL PARTICIPATION

In this section we present a method to allocate the
power flow on a particular line to the different producing
and consuming nodes in the network. There is a priori
no unique way to do this allocation; we borrow a method
called Marginal Participation that has been suggested
for calculating the compensation to transmission system
operators owed for the use of each other’s assets [25]
(it has also been used in South America). By allocating
flows to particular nodes, we can detect whether power
is flowing over long distances through the network, and
therefore whether there is a need for long distance
HVDC transmission.

We use a variant of Marginal Participation using
a ‘virtual’ slack bus, as described in [25]. Th PTDF
in equation (2) already defines an allocation of flows
to the nodes, but the results depend very strongly
on the choice of slack bus. We can get around this
problem by adding a constant to each row of the PTDF
(corresponding to each branch), which has the effect of
distributing the slack ‘virtually’ around the network. This
might seem arbitrary but we can choose the constant
with a particular goal in mind: in our case, following
[25], we choose the constant so that for each branch
the contribution to the flows from generators and loads
is equal (we could have chosen any ratio between the
contributions of generators and loads, but we want to
detect when consumers and producers are far away
from each other, so 50-50% makes sense). In this way
the results are completely independent of the choice of
slack bus.

With this allocation in place we can take any line
we suspect is overloaded due to long-distance power
transfers and see whether this is indeed the case. For
example, in a windy snapshot the line DE18 → DE25
in eastern Germany from Chemnitz to Bamberg was
loaded at 113%. The decomposition of this flow into
contributions from specific nodes is in Table X along
with the distance of the nodes from the line.

TABLE X
MARGINAL PARTICIPATION ALGORITHM FOR LINE DE18→DE25

Node Type Fraction Distance
of flow (%) (km)

DE01 producer 2 569
DE02 producer 3 568
DE03 producer 4 443
DE04 producer 9 300
DE05 producer 12 420
DE09 producer 6 100
DE18 producer 12 0
DE25 consumer 3 0
DE27 consumer 3 93
DE32 consumer 6 603
DE33 consumer 8 449
DE34 consumer 10 449
DE35 consumer 14 280
DE36 consumer 6 536

The biggest contributors are indeed far away: the
coastal nodes where there is a lot of wind injection
(particularly on the Baltic sea at the node DE05 nearest
to Chemnitz) and the load centres in the far south
(particularly DE35, Munich). The average distance to
the producers is 343km and to the consumers is 344km,
so it would make sense to build a DC link between these
two groups given the likely losses over such a distance.
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Abstract—In the past few years a significant growth of the 

number of photovoltaic (PV) systems has been observed 

worldwide and particularly in Europe. Increasing maturity of 

this technology and growing manufacturing capacities have 

led to a considerable decline in prices. Looking at a future 

possible development of installed PV capacities in Europe, the 

paper at hand investigates how well the available PV energy is 

made use of when the installed capacity of PV reaches nearly 

2000 gigawatt-peak (GWp). A methodology is presented that 

aims at optimal placement of PV plants taking into 

consideration region-specific irradiation conditions in Europe 

and restrictions imposed by the transmission network. 

Additionally, a method for optimized placement and 

dimensioning of storage systems along with their best possible 

operation strategy is applied for assessment of the effect on PV 

utilization. 
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I.  INTRODUCTION 

Recent developments in prices for photovoltaic (PV) 
systems have demonstrated that grid parity for this 
electricity source might be reached sooner than expected 
even in regions with less favorable irradiation conditions. 
Germany alone currently accommodates around 30 GWp of 
installed PV capacity taking the leading position worldwide 
[1]. This development has been largely stimulated by 
increasing manufacturing capacities, feed-in tariffs and 
growing retail electricity prices. Assuming further price 
decline of PV systems and growing electricity prices along 
with the governmental goals towards a considerable 
reduction of greenhouse gas emissions, a big increase in the 
number of PV installations can be anticipated in Europe. 
Therefore, this renewable electricity source has the potential 
to cover a substantial amount of load in the upcoming 
decades. 

So far grid-connected PV installations in Europe have 
taken place predominantly on the low and medium voltage 
levels distributed quite homogenously, leading to a situation 
where electricity produced by PV is consumed for the most 
part in the vicinity of the producers without having to be 
transported over large distances utilizing the transmission 
system. However, with increasing PV capacity at certain 

locations this situation will at some point change as PV-
generated electricity will be able to cover the complete 
regional demand in certain hours and even provide excess 
PV generation. Assuming that such a region is coupled to 
the interregional transmission system this excess energy can 
either be transported away over large distances to supply 
consumers in other regions, be stored for later use or be 
curtailed. Clearly the former two options would require the 
availability of transmission capacity and storage systems as 
prerequisites, which, if not existent or existent to insufficient 
degree, would require investments in the corresponding 
infrastructure. The curtailment of PV, on the other hand, 
requires no additional infrastructure but decreases the 
number of full load hours and may decrease economical 
attractiveness of PV, let alone wasting a valuable source of 
renewable electricity, which, although not usable locally, 
could replace fossil generation elsewhere. Already today 
lack of adequate transmission system capacity leads to 
curtailment of wind power in Northern Germany as 
described in [2]. Although issues associated with PV 
systems currently predominate on the distribution system 
level, large expansion of PV could lead to similar effects as 
for wind power, especially if current postponements of grid 
expansion measures are taken into account. Large-scale 
storage limitations are currently given by location scarcity 
for e.g. pumped hydro storage plants, limited maturity of 
certain technologies and their high price. The latter two have 
a large improvement potential whereas the former has only 
limited potential for additional exploitation, partly due to 
environmental aspects and resistance by the population. 

In the light of restrictions imposed by the transmission 
network and storage options described above, utilization of 
electricity produced by an increasing number of PV plants in 
the future may suffer setbacks leading to a decreasing 
number of full load hours. In order to assess the influence of 
the mentioned factors, simulations using Energynautics’ 
European transmission grid model were carried out in 
DIgSILENT PowerFactory looking at future utilization of 
grid-connected PV in Europe while taking into consideration 
possible restrictions imposed by the electricity network and 
storage infrastructures. Optimal placement of PV generation 
capacities is determined by means of optimal power flow 
simulations allowing for diverse solar insolation properties 



of different European regions and transmission network 
limitations. Several possible projections of future PV 
capacity growth were then developed, starting with the 
amount required to supply the complete European load on a 
sunny summer weekend, then increasing this amount 
linearly. Furthermore, the effect of optimally placed and 
operated storage on PV utilization was investigated in 
several scenarios representing various amounts of storage. 
The results for each investigated case present the annual 
load coverage through PV and the amount of curtailed PV 
energy and offer reflections on the maximum feasible 
amount of installed PV capacity in Europe aimed at 
maximizing load coverage through PV on the one hand and 
minimizing curtailed PV energy on the other. 

It should be emphasized here that distribution system 
issues associated with large amounts of installed PV 
generating capacities, such as inadmissible voltage increase 
and overloading of power systems equipment, are not taken 
into consideration. Similarly, issues concerning power 
system operation based on large amounts of nonsynchronous 
generation are assumed to be solvable, permitting the 
operation of the power system on the basis of inverter-
coupled generation. 

Section II details the approach taken for modeling and 
calculations while section III presents calculations results. 
Conclusions are drawn in section IV.  

II. METHODOLOGY 

The principal question aimed to be answered in this 
study is how efficiently power available from PV 
installations can be utilized on the European level. This 
depends on how much power generated by PV is consumed 
locally, how much of the excess power can be transported to 
other locations and how much power can be stored provided 
storage capabilities are in place. Several projections 
concerning the installed capacity are considered with the 
goal to increase PV’s share in supply of the demand. 
Simultaneously, more PV capacity may lead to large 
amounts of local excess PV power at certain locations in the 
system in certain hours in relation to demand on the same 
nodes. The limitations for power exchange between distant 
regions by means of the transmission system given by the 
limited thermal capacity of transmission lines lead to 
curtailment of PV power. It is assumed that sufficient 
reactive power compensation for the transmission network is 
in place so that neither voltage stability nor voltage angle 
stability are an issue. When PV is curtailed at one location 
due to transmission grid restrictions other generating 
capacities need to be present to supply load at another 
location if there is not enough PV to cover demand locally. 
These generating capacities could be constituted by other 
renewable resources, fossil fuel plants and storage systems. 
The present study focuses on photovoltaics and system 
planning defined by its behavior. No correlation with other 
volatile resources of renewable energy, such as wind power, 
is considered. 

The calculations that are described subsequently were 
carried out using a detailed model of the European 
transmission grid, which is described in section II.A. In the 
first step, suitable locations and appropriate amounts of PV 
installations are identified under the assumption of demand 
supplied completely by PV for a specific hour as explained 
in section II.B. Next, section II.C describes the methodology 
applied for calculations of a complete year for determination 
of utilized and curtailed PV energy while considering 
different scenarios in terms of available storage capacity.  

A. European transmission grid model 

Calculations were conducted with Energynautics’ high 
voltage transmission network model, which was developed 
with the power system calculation tool DIgSILENT 
PowerFactory. The model covers all ENTSO-E member 
countries and is designed for calculations of load flow and 
optimal load flow. Having over 200 nodes the model 
represents the load and generation centers in Europe in an 
aggregated fashion. The load across the nodes is distributed 
using a dedicated distribution key which is based on factors 
such as population density and the location of heavy 
industry. Aggregated transmission routes between and inside 
the individual countries are mostly modeled as 380 kV high 
voltage AC lines. In addition, high voltage DC lines are 
present as well summing up to 450 lines in total for both 
technologies. Although the model is capable of AC load 
flow calculations and can determine losses, reactive power 
flows and the necessary compensation, optimal power flow 
calculations (OPF) were conducted on DC basis for this 
study owing to the fact that the principal interest here lies in 
the active power balancing of PV power on the European 
level.  

This study deals with large amounts of installed PV 
capacity in Europe that could be reached at a certain point in 
time in the future. As the exact time point depends on a 
variety of factors it cannot be predicted with certainty. 
Hence, the year 2050 was chosen as a rough target for 
estimating the development of electricity consumption. 
Moreover, a prediction concerning the expansion of the 
transmission network was made. It is based on the 
assumption that all projects in a mid-term planning horizon 
from the ENTSO-E’s Ten Year Network Development Plan 
(TYNDP) [3] will be built. The transmission system model 
was upgraded by implementing most of these projects. In 
total 82 GVA of additional capacity were added to account 
for new HVAC lines and 13 GVA for new HVDC lines 
representing the state of year 2020. From this point onwards 
no further expansion of the transmission grid is considered 
until the year 2050. This setting will provide understanding 
of the role that the transmission grid plays in terms of 
curtailment of PV. For a joint optimization of transmission 
and generation systems please refer to a companion paper 
[4]. The model’s aggregated nodes and lines are shown in 
Figure 1 having the predicted year-2020 status. It is 
furthermore assumed that Europe is able to fully cover its 
electricity needs without importing solar-generated power 
from North Africa. 



 

 

 

B. Determination of minimum PV capacity 

The study at hand aims to determine the upper 
reasonable limit for installed capacity with regard to utilized 
PV energy. However, before calculations of PV usage are 
conducted, a starting point for the installed PV capacity 
needs to be found. This has been done using the 
methodology that is described in the following. 

PV is set to supply 100% of demand in all modeled 
countries (EU27 excluding Malta and Cyprus, including 
Norway and Switzerland) on a clear-sky summer weekend 
day at noon. The rationale behind this approach is that the 
power produced by PV plants at this hour is at its maximum 
while the demand in the system is relatively low compared 
to, for example, a winter weekday. If PV were set to supply 
a certain hour on a day that bears the highest demand in a 
year, such as a winter weekday, there would be a large 
number of hours in a year with excess PV generation, i.e. 
lots of hours when total European demand is smaller than 
total PV produced. This setting would lead to inefficient PV 
sizing from the outset. Dimensioning PV according to the 
light-load day, in contrast, implies that none or only little 
curtailment is expected throughout the year. Some 
curtailment might still take place due to inhomogeneous 
weather situation in different European regions and local 
grid congestion. By setting the time point to noon, the 
resulting PV capacity thus corresponds to one of the day’s 
load peaks.  

As mentioned previously, load assumptions are made for 
2050 serving as the reference year and were developed by 
EWI based on ENTSO-E data for 2011 weighted according 
to region-specific GDP growth.  

PV generation capacities determined using the described 
approach were not set equal to the demand at the nodes in 
the model they are installed at. Instead, in order to have PV 
benefit from locations with best irradiation conditions 
placement of generation capacities was carried out in 
accordance with region-specific average annual solar 
insolation data. To this end, generators on all nodes in the 
grid model were assigned one of six possible production 
costs representing six solar regions of distinct average 
annual insolation amount. Essentially, those regions with 
better irradiation properties were set to have lower 
production cost and those exhibiting less irradiation were 
assigned higher production cost. These regions are shown in 
Figure 2. The segmentation was done by the Institute of 
Energy Economics at the University of Cologne (EWI) and 
is based on [5]. Darker regions represent locations with high 
solar irradiation whereas the lighter ones stand for regions 
with a smaller yield.  

In the next step, after this cost setting was fed into the 
model by allocating the production cost to all generators, a 
DC optimal power flow (OPF) calculation with the objective 
function set to minimization of generation costs was 
performed. This optimization mode maximizes the power 
output of those generators that are able to produce at lower 
cost, which are in our case situated in areas with high 
irradiation. 

The transmission system limitations play a key role in 
cross-border long-distance balancing of PV and demand. 
Hence, the OPF was configured to respect the thermal limits 
of the lines while still prioritizing generation at sunny 
locations. With grid restrictions in place this yields a 
distribution of PV similar to that of demand totaling 
770 GWp in installed capacity. This number represents the 
base case to be used for simulations of the complete year. 
PV plants could be made up by both small and large PV 
systems situated at all voltage levels underlying the 
corresponding node in the transmission network. Table I 
summarizes the relative distribution of PV and demand per 
country. 

Figure 1: Aggregated model of the European high-voltage transmission grid  

(Source: Energynautics) 

Figure 2: Solar regions (Source: EWI) 



TABLE I RELATIVE DISTRIBUTION OF INSTALLED PV CAPACITY  
AND DEMAND IN EUROPE 

Country Installed PV, % Demand, % 

Austria 
Belgium 

Bulgaria 

Czech Republic 
Denmark 

Estonia 

Finnland 
France 

Germany 

Great Britain 
Greece 

Hungary 
Ireland 

Italy 

Latvia 
Lithuania 

Luxembourg 

Netherlands 
Norway 

Poland 

Portugal 
Romania 

Slovakia 

Slovenia 
Spain 

Sweden 

Switzerland 

1.6 
1.3 

1.1 

0.9 
0.7 

0.0 

2.1 
13.4 

11.8 

9.0 
2.7 

2.8 
1.0 

12.9 

0.6 
0.0 

0.0 

5.4 
1.3 

6.4 

2.5 
1.9 

0.9 

0.0 
13.1 

4.6 

2.1 

1.9 
2.7 

1.1 

2.3 
0.9 

0.3 

2.1 
14.1 

12.7 

9.5 
2.4 

1.5 
0.9 

11.7 

0.3 
0.4 

0.2 

3.2 
2.5 

5.6 

2.1 
2.4 

1.0 

0.4 
12.9 

3.7 

1.3 
Total 100 100 

 

C. Whole-year calculation scenarios 

With the determined amount of installed PV in Europe in 
the base case, simulations of the complete year can be 
started. Under several different scenarios each of these 
calculations yields relevant quantities concerning the 
utilization and curtailment of available PV energy. These 
calculations comprise hourly OPF simulations using hourly 
demand and irradiation data for Europe for model input.  

Hourly irradiation data were taken from the Satel-Light 
database [6] that offers access to solar radiation data all over 
Europe based on measurements from a geostationary 
satellite and estimations of cloud cover. As the exact 
locations of the aggregated nodes in the model are known, 
corresponding irradiation data were applied on the installed 
PV capacity yielding PV power available hourly at each 
network node. The data used here is based on irradiation 
measurements for the year 2000. The 2050 load data were 
extrapolated from 8 typical days to represent a complete 
year. 

Next, the PV power and demand data were fed into the 
model for each node of the transmission network and for 
each hour. An OPF calculation series of the complete year 
was then performed, whose output showed how much PV 
power was actually used at each node, how much needed to 
be curtailed due to grid restrictions or excess PV generation 
and how much power needed to be provided by other 
sources of electricity in order to ensure that entire demand is 
supplied. This process was applied a number of times to 
allow for three scenario settings. Each of the scenarios 
contained four options in terms of installed PV capacities, 
which started with the base case and assumed proportional 
increases in steps of 385 GWp (being 50% of the base case) 
until the maximum of 1925 GWp. In scenario 1 no storage 
was considered that would enable capturing PV power that 
was curtailed owing to restrictions imposed by the thermal 

capability of the lines or if excess PV power was being 
generated at a certain hour in the complete system. This is 
the most pessimistic scenario and leads to highest amount of 
curtailed PV. 

In scenario 2 storing PV energy was allowed in today’s 
pumped hydro power plants, whose locations are known and 
are placed on the corresponding nodes in the model. In 
addition, some extra storage was added at nodes that 
exhibited PV curtailment after simulations according to 
scenario 1 with installed PV capacity in Europe 
corresponding to that determined in the base case 
(770 GWp). Dimensioning was carried out based on the 
amount of energy curtailed in spring as this represents a 
compromise between winter when only a small amount of 
storage would be needed due to low PV irradiation and 
summer when the needed storage would be too large for 
other seasons. The determined amount of required storage 
capacity totals to around 290 GWh. These strategically 
placed units could be constituted both by small and large 
units dispersed throughout the sub-transmission and 
distribution level underlying the corresponding transmission 
node. A prominent representative of a small unit is an 
electric vehicle (EV). EV are expected to be present in large 
numbers in the future of mobility and power systems. These 
storage systems would absorb PV power that could neither 
be consumed locally nor transported through the 
transmission system to other locations and inject it back into 
the network whenever required at a later time point. 

Last, scenario 3 incorporated storage that was 
dimensioned and placed in accordance with PV curtailment 
as seen in the year calculated in scenario 1 having around 
1155 GWp PV in the system. Clearly, the resulting amount 
of storage capacity of about 1540 GWh is substantially 
higher than the one derived from calculations with 770 GWp 
PV installed in Europe. Table II gives an overview of the 
considered scenario settings. As can be seen from the table 
the number of conducted whole-year calculations adds up to 
12. 

TABLE II CALCULATION SCENARIOS 

Installed PV, GWp 

Total storage capacity in Europe in 

GWh 

Scenario 1 Scenario 2 Scenario 3 

770; 1155; 1540; 1925 none 290 1540 

 

The calculation of quantities associated with storage 
operation implemented in the model takes place according 
to the rules described in the following. In the equations 
below Pi,h stands for the active power dispatched by the OPF 
algorithm at a particular node i on a particular hour h. PPVi,h 

denotes residual PV power after netting of PV power 
available a priori with the demand. This a priori netting 
ensures that as much PV power as possible is consumed by 
the demand in the network at the corresponding 
transmission node. PN,STORi denotes the nominal power of the 
aggregated storage unit at node i whereas SOCi,h, SOCi,h-1 
and SOCMAXi stand for current state of charge (SOC), SOC in 
the previous simulated hour and the nominal storage 
capacity of the storage unit at node i, respectively. The 
hourly time resolution means that hourly power and energy 
values are mutually interchangeable. Consider the case 
where dispatched power on a particular hour and node is 
below the available PV power: 



 

SOCi,h = min{SOCi,h-1 + min(PN,STORi, (PPVi,h – Pi,h)), SOCMAXi} 

 if Pi,h ≤ PPVi,h  (1) 

Here the following applies for PV power stored PPVSTOREDi,h, 
utilized PUTILi,h and curtailed PCURTi,h: 

 PPVSTOREDi,h = SOCi,h – SOCi,h-1  (2) 

 PUTILi,h = Pi,h + PPVSTOREDi,h  (3) 

 PCURTi,h = PPVi,h – PUTILi,h  (4) 

Hence, if only a part of available PV power is dispatched by 
the OPF algorithm, the remaining part will be stored by a 
unit at the same node if within the limits imposed by 
storage’s nominal power and capacity.  

For the case that power dispatched by the OPF algorithm at 
a particular node on a particular hour exceeds the available 
PV power, storage is dispatched to discharge and free up 
capacity, so that when PV is in excess again sometime later 
it can be stored again instead of being curtailed due to the 
fact that the storage is full.. This also means that storage is 
prioritized over other plants, which is surely a reasonable 
operation strategy when a lot of PV is present in the system. 
Weather forecasts will definitely play an important role 
when deciding how to operate storage in the future power 
system management. For the described case the following 
equations apply: 

SOCi,h = max{SOCi,h-1 – min(PN,STORi, (Pi,h – PPVi,h)), SOCMINi} 

 if Pi,h > PPVi,h  (5) 

where SOCMINi stands for the minimum allowed storage state 
and  

 PPVSTOREDi,h = 0  (6) 

 PUTILi,h = PPVi,h  (7) 

 PCURTi,h = 0 (8) 

Last, in the case that no PV but only residual load is present 
at a node, storage is set to cover the load limited by its 
nominal power and remaining capacity. If the load could be 
completely covered, remaining storage capacity is made 
available to the rest of the system. 

III. WHOLE-YEAR CALCULATION RESULTS 

This section presents results obtained after calculations 

of complete years in accordance with the distribution of PV 

installations given in Table I and scenarios described in 

section II.C.  

A. Scenario 1: no storage 

In scenario 1 no storage was considered to be available 

meaning that PV power that is present in abundance at one 

node can only be transported by means of the transmission 

grid to other locations up until the thermal limits of the 

lines are hit. Relevant quantities can be seen in dependence 

of total installed PV capacity in Europe in Figure 3.  

Starting with 770 GWp of installed PV, less than 1% of 

annual PV energy available in abundance at certain nodes 

cannot reach other locations to be utilized solely due to grid 

restrictions, as there is not a single hour in the year when 

total power available from PV exceeds the total demand in 

the system. This is the result of PV dimensioning for a 

light-load day in summer as described in section II.B. In 

this case PV is able to supply around 17% of the yearly 

load. As the installed PV capacity increases by 50% to 

1155 GWp, curtailment can be seen to have increased to 

over 6% in total, and the largest part of it is still caused by 

the grid restrictions. However, there are some hours in a 

year now where the total energy available from PV exceeds 

the total amount of load in the system such that the surplus 

amount could not be consumed even if the grid were not the 

limiting factor and is therefore ascribed to missing load. 

This quantity grows further with increasing PV capacity 

and at some point shortly after 1700 GWp, PV curtailed due 

to missing load exceeds the amount of curtailed energy 

caused by grid restrictions. The latter share exhibits a 

saturation behavior staying relatively constant at 10% of 

total available PV energy from about 1550 GWp on. This 

means that up to this amount of curtailed PV could be saved 

by enforcing the grid appropriately.  

The results of this scenario show that if the installed 

capacity of grid-connected PV systems should reach 

1925 GWp without any grid enforcement after 2020 or 

storage options, 25% of available PV energy would be 

wasted. The PV’s share in load coverage does not follow 

the proportionality of increasing installed capacity and thus 

only supplies about 32% of demand with 1925 GWp 

installed as compared to 17% being supplied by a 2.5 times 

smaller capacity of 770 GWp. 

B. Scenario 2: 290 GWh storage 

Storage simultaneously fixes the two factors that 

influence the amount of curtailed PV energy, namely the 

grid restrictions and excess of PV energy in relation to 

demand in the system in certain hours. The wasted energy 

caused by the latter factor can only be reduced through 

storage, while the effect of the former, in contrast, can be 

rectified either through storage or through grid 

enforcement. Hence, in the evaluation of annual curtailment 

figures the difference between the curtailed PV energy and 

excess PV energy on a particular hour is attributed to 

inadequate grid resources rather than to excess PV amount.  

Figure 4 illustrates the quantities related to PV usage in 

this scenario. As can be seen, storage introduced into the 

system is now able to reduce the amount of curtailed PV 

energy to around 23% compared to 25% seen in scenario 1 

for 1925 GWp of installed PV. This seems to be a modest 

number, however the absolute amount of avoided curtailed 

energy still adds up to nearly 51000 GWh per year, which 

Figure 3: Calculation results for scenario 1 with no storage 



 

 

corresponds to electricity consumed by Portugal in 2011 

[8]. Storage essentially shifts the curtailment curves to 

larger values of installed PV capacity by a certain degree.  

 

C. Scenario 3: 1540 GWh storage 

The effect of a larger storage than the one considered in 

the previous scenario is visible in Figure 5. 

Up until 1155 GWp the storage which has been 

dimensioned to attend this very amount of PV installed in 

the system is able to capture almost the complete excess PV 

energy on all nodes and inject it into the system at a later 

time thus effectively keeping the curtailment down at well 

below 1%. It also significantly contributes to reduction of 

curtailed PV energy caused by grid restrictions. With 

1540 GWp PV in the system the curtailment totals to 5%. 

In the end, with 1925 GWp present in the system the PV’s 

share in load supply adds up to about 38% under a 

curtailment of about 12% which is mostly attributed to grid 

restrictions. In the present case appropriate grid 

enforcement would contribute significantly to reduction of 

the total curtailed PV energy.  

The results show that even about 2000 GWp of PV in 

the system could be feasible provided that the grid is 

expanded in appropriate locations so as to enable transport 

of abundant PV energy at some nodes to others where this 

resource is scarce. A large damping effect is provided by 

storage with a total capacity across Europe of 1540 GWh, 

which is equivalent to the full capacity of nearly 31 Mio. 

electric vehicles, which is a quite significant number 

although it could underlie significant variations considering 

possible breakthroughs in terms of higher energy density of 

future batteries
1
. Besides, Germany alone plans to have 6 

Mio. electric vehicles rolling on its streets by 2030 as stated 

in [7] such that the above number of 31 Mio. in total for the 

whole of Europe appears to be a realistic number by 2050. 

In addition, other storage technologies, such as compressed 

air energy storage could be available on a wide scale by 

then. 

Figure 6 compares the number of annual average full 

loads hours reached by PV in all Europe for the three 

considered storage scenarios. Compared to scenarios 1 and 

2 storage dimensioned for 1155 GWp of installed PV in the 

European power system in scenario 3 is able to increase PV 

usage substantially, even for larger installed capacities. 

Summarizing, it has been shown in the present study 

that curtailment of PV energy can be reduced significantly 

if storage is dimensioned and placed strategically on 

specific nodes in the transmission system. It can be thus 

concluded that around 30 to 40% of annual demand in 

Europe can be feasibly covered by PV. That is, the amount 

of curtailed PV energy is acceptable in relation to the 

amount of storage that needs to be built. Any further 

expansion of PV capacity is likely to represent a high 

economic burden owing to the disproportionately high 

amount of required storage capacity.  

 

 

 

 

 

  

                                                           
1
 50 kWh per EV were assumed with reference to the Tesla Roadster 

Figure 5: Calculation results for scenario 3 with 1540 GWh of storage 

Figure 6: Comparison of full load hours of PV in Europe for different scenarios 

Figure 4: Calculation results for scenario 2 with 290 GWh of storage 



IV. CONCLUSIONS 

In this work a methodology is presented that aims at an 

optimal placement of a large amount of grid-connected 

photovoltaic installations according to the solar irradiation 

potential in Europe and under consideration of restrictions 

imposed by the European transmission network.  

The transmission restrictions lead to a well-distributed 

placement of PV capacities to match the distribution of the 

demand. The resulting distribution is kept while the total 

installed capacity is increased proportionally up until nearly 

2000 GWp of installed PV while conducting optimal power 

flow simulations of a complete year in order to assess the 

curtailment of PV associated with excess PV energy and 

insufficient transmission capacity. The influence of 

strategically placed and dimensioned storage capacities is 

determined in several simulations scenarios demonstrating 

a potential for significant reduction of curtailed PV energy 

in the interconnected European grid under a large-scale 

deployment of distributed storage systems. With 1540 GWh 

storage capacity in the system, which could be constituted 

by, for example, electric vehicles, compressed air energy 

storage and others, approximately 1550 GWp of PV 

covering about 33% of the annual demand can be 

accommodated by the system with a 5% annual curtailment 

of PV energy. Demand side management could provide for 

a shift in diurnal load cycle helping to keep the PV power 

and demand in the system well-correlated. Appropriate grid 

enforcement could further reduce the amount of curtailed 

PV energy. For example, PV’s share in load coverage could 

be increased to 38%, which however would lead to 12% 

curtailment unless necessary grid extension or additional 

storage capacity is provided. Further expansion of installed 

PV capacity aimed at increasing PV’s share in load supply 

would necessitate disproportionately high storage and grid 

extension to keep the amount of curtailed energy low.  
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Abstract—Due to massive reductions in the price for pho-
tovoltaic (PV) systems, PV grid parity has recently been
reached for German households. As PV system prices con-
tinue to decrease, the gap between the levelized costs of
electricity (LCOE) of PV and the retail electricity tariff will
grow and trigger investments in residential PV systems for
captive electricity generation – even in the absence of any
direct financial incentives such as solar power feed-in tariffs.
However, while the single household can lower its annual
electricity costs through investments in rooftop PV systems for
captive electricity generation, the partial optimization of the
single household is inefficient from an economic perspective.
Households optimize their PV investment by comparing the
LCOE of PV to the residential electricity tariff that includes
network tariffs, taxes, levies and other surcharges that can be
avoided when consuming self-produced PV electricity instead
of purchasing electricity from the grid. Therefore, private
investments in rooftop PV systems receive an indirect financial
incentive in the current regulatory environment.
This paper analyzes the consequences of PV grid parity in
Germany until 2030 from both the single household and the
wholesale market perspective. We find that exempting self-
consumed PV electricity from all additional charges induces
significant investments in rooftop PV systems and small scale
storage systems, allowing for high shares of in-house PV
electricity consumption. From the single household perspective,
the optimal PV and storage system capacities increase with
the number of residents living in the household, enabling
households to cover on average 72 % of their annual electricity
demand by self-produced PV electricity. The single house-
hold’s optimization behavior entails direct consequences for
the wholesale market, as it changes the residual load both in
volume and structure. The inefficiency caused by the partial
optimization of single households (induced by PV grid parity)
leads to significant excess costs of 7.1 bn e 2011 compared
to the cost-optimal solution achieved under a total system
optimization which ensures the cost-efficient development of
Germany’s electricity generation mix up to 2030.

I. INTRODUCTION

The photovoltaic (PV) market in Germany has seen un-
precedented growth over the last years. Since 2009, installed
capacity rose by approximately 7.5 GW per year, reaching
25 GW at the end of 2011. This massive expansion was
due to a combination of generous solar power feed-in tariffs
– guaranteed to PV electricity producers by the German
Renewable Energy Sources Act (EEG) – and decreasing PV
system prices, which over the last 6 years have fallen at a
faster rate than the solar power feed-in tariffs.1

1PV system prices have fallen by over 65 % from 2006 to 2012 [1].

In order to slow down the expansion of PV capacities and
the associated costs of supporting PV electricity – which
are added to the electricity price and hence passed on to the
electricity consumers via the so called ‘EEG’ surcharge – the
federal government agreed to further cut the feed-in tariffs
for photovoltaics and to stop the direct financial incentives
once a cumulative capacity of 52 GW is reached.2 However,
due to the fact that PV grid parity has recently been achieved
for households in Germany [2], investments in rooftop PV
systems are expected to become a compelling option for
residential electricity consumers in the near future, even in
the absence of any direct financial incentives such as solar
power feed-in tariffs.
PV grid parity for households is defined as the threshold at
which the levelised costs of electricity (LCOE) - including
initial investment and operations and maintenance costs -
of the PV system over its lifetime reach parity with the
residential electricity tariff. Hence, PV grid parity marks the
point in time at which households can lower their annual
electricity costs by consuming self-produced PV electricity
rather than purchasing electricity from the grid.
Due to the fact that households avoid network tariffs, taxes,

35%

14%
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7%

16%

8%

20%

Residential electricity tariff

Network tariff

Electricity tax

Value-added tax

Concession levy

CHP and §19 surcharge

EEG surcharge

Procurement and Distribution

Indirect financial
incentive

Fig. 1. Composition of Germany’s residential electricity tariff in 2012
based on [3]

levies and other surcharges for the amount of PV electricity
consumed in-house, the grid parity calculus depicts an indi-
rect financial incentive for PV electricity generation granted
to residential PV electricity consumers (see Figure 1). How-

2Germany’s National Renewable Energy Action Plan forsees a target
value of 52 GW for PV in 2020
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ever, the expenditure savings on the side of the residential
PV electricity consumers go along with revenue shortfalls
on the side of the government, municipalities and system
operators, which will need to be somehow compensated. For
example, the costs for operating, maintaining and upgrading
the grid do not decrease with the amount of PV electricity
consumed in-house but rather increase due to necessary
investments in the distribution grid. Hence, system operators
will need to either increase the network tariffs or change
the tariff structure - e.g. from energy-related to capacity-
related tariffs - to be able to cover the costs. Moreover,
households save electricity tax payments for the share of in-
house PV electricity consumption, which contribute to public
funds (e.g. pension funds) in Germany. Hence, an increased
share of in-house PV electricity consumption induced by PV
grid parity results in a reallocation of financial resources: it
lowers the burden to be borne by households that consume
a part of their PV electricity generation and increases the
burden to all other electricity consumers. Moreover, society
is faced with significant excess costs under such a scenario,
due to the fact that investments in rooftop PV and small scale
storage capacities do not depict a cost-efficient investment
option in Germany before 2030. Specifically, the partial
optimization on the household level leads to an inefficient
electricity generation mix from the total system perspective.
The potential cost savings from the single household per-
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Indirect financial
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Procurement and
Distribution Costs

PV Grid Parity

Fig. 2. Potential costs savings from the single household perspective
induced by PV grid parity

spective correspond to the difference between the residential
electricity tariff and the LCOE of PV. The greater the
difference between the residential electricity tariff and the
LCOE of PV increases, the larger the potential cost savings
achievable by households become, as shown in Figure 2.3

However, potential cost savings are limited to the amount of
PV electricity that is consumed by the residents.
The rapidly growing gap between the residential electricity
tariff and the LCOE of PV is expected to lead to considerable
investments in rooftop PV systems for in-house electricity
consumption in the near future.4 However, given the preva-
lent mismatch of sunshine hours and residential electricity
consumption behavior, supplementary investments in storage

3The residential electricity tariff is assumed to increase by 3 % per year
and PV system prices to decrease by approximately 3.3 % per year until
2020.

4The greater the gap between residential electricity tariffs and LCOE of
PV, the higher the return on investment. To depict a compelling investment
option, the return on investment will at least need to exceed the capital
market interest rates for fiscal investments with a comparable investment
risk.

capacities could increase the potential cost savings, allowing
for higher shares of in-house PV electricity consumption.
At present, studies have primarily focused on the identifi-
cation of the point in time at which PV grid parity will
be reached ([4], [2]) as well as on the analysis of factors
influencing this point of time ([5],[6],[7]). The potential
consequences of PV grid parity, in contrast, have hardly been
analyzed.
An adequate assessment of the potential impact of PV grid
parity on the total electricity system requires a profound
analysis of the single household’s cost minimization behav-
ior. In the absence of any direct financial incentive such as
solar power feed-in tariffs, the single household’s decision
concerning the installation and the dimensioning of a PV and
storage system depends on the gap between the residential
electricity tariff and the LCOE of PV, the household’s
electricity consumption profile and the market value of the
non-consumed PV electricity that is fed into the grid. The
single household’s cost minimization behavior entails direct
consequences for the wholesale market. This is because
increased shares of in-house PV electricity consumption
cause changes in the residual load, both in volume and
structure, and in turn effect the provision and operation of
power plants.5

In this paper, we analyze the consequences of PV grid parity
in Germany after 2020 - both from the single household and
the wholesale market perspective – by iterating a household
optimization model with an electricity system optimization
model. Within this framework, the following questions will
be answered:
• What are the optimal PV and storage system capacities

– from the single household perspective – induced by
PV grid parity?

• What is the share of total PV electricity generation that
can be consumed in-house by a single household (given
the optimal dimensioning of PV and storage system
capacities)?

• What is the share of a single household’s annual elec-
tricity demand that can be supplied by self-produced
PV electricity (given the optimal dimensioning of PV
and storage system capacities)?

• What are the consequences for the wholesale market?
• What are the excess costs induced by PV grid parity?

The remainder of the paper is structured as follows: Section
II presents the scenario definition and the methodology
developed to analyze the consequences of indirect financial
incentives for PV electricity generation – induced by PV grid
parity in Germany until 2030. Section III summarizes the
model results and analyzes their implications for Germany’s
power sector up to 2030. Section IV concludes and provides
an outlook on further possible research.

II. METHODOLOGY

In this section, the scenarios are defined and the models
are presented that are used to analyze the effects of indirect

5In the analysis, the residual load corresponds to Germany’s total
electricity demand (load) without the accumulated in-house PV electricity
consumption of the single households.
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financial incentives – induced by PV grid parity – both from
the single household and the wholesale market perspective.

A. Scenario definition

For the analysis of the grid parity effects, two scenarios
are defined. As seen in Table I, which lists the main settings
of the scenario simulations, the difference between the sce-
narios refers to the deployment of PV systems in Germany
after 2020. While in scenario A the expansion of PV systems
is based on the single household’s optimization behavior
(induced by PV grid parity), scenario B simulates a cost-
efficient development of Germany’s electricity generation
mix up to 2030. All other assumptions regarding political
targets or the expansion of interconnector capacities are iden-
tical in both scenarios. Germany (and its neighboring coun-
tries) are assumed to achieve their national renewable energy
targets stated in the National Renewable Energy Action Plans
(NREAP’s) by 2020 and the European CO2 reduction target,
which increase linearly up to 60 % until 2030 (compared
to 1990 levels). Moreover, the interconnector capacities
between Germany and its neighboring countries are assumed
to be expanded according to planned projects according to
the ENTSO-E’s 10-Year Network Development Plan 2012
(TYNDP) [8].
The scenarios described above are simulated with two op-

TABLE I
SCENARIO DEFINITION

A B
Deployment of PV systems Household System
after 2020 optimization optimization
Expansion of renewables Realization of NREAP targets
until 2020
Expansion of interconnector Realization of TYNDP projects
capacities until 2030
Reduction of CO2 60 % (compared to 1990)
emissions until 2030

timization models: a household optimization model and an
electricity system optimization model. The following sec-
tions introduce these two models and describe the iterative
approach used in the analysis to quantify the effects of PV
grid parity from the single household and the wholesale
market perspective in scenario A.6

B. Household optimization model

In the first step, a linear optimization model is developed
to minimize the annual electricity costs of households,
given yearly solar irradiance and electricity consumption
profiles, PV and storage system investment costs, residential
electricity tariffs and hourly market values of PV electricity
generation. The model in turn determines the optimal PV
and storage system capacities from the single household
perspective – depending on the number of residents living in
the house (i) and the location of the house (r) – as well as
hourly system performance statistics, including hourly PV

6Note that the cost-efficient development of Germany’s electricity gen-
eration mix in scenario B is simulated by using the electricity system
optimization model. In specific, no iteration with the household optimization
model is conducted.

TABLE II
MODEL SETS, PARAMETERS AND VARIABLES

Sets
h ∈ H Hour of the year
i ∈ I Number of residents living in the household
r ∈ R Region
Parameters
ah,r Solar irradiance on tilted PV cell [W/m2]
cPV PV investment costs [e /kW]
cST Storage investment costs [e /kW]
dh,i,r Electricity demand [kWh]
η Efficiency of the storage [%]
mST PV O&M costs [e /kW]
mST Storage O&M costs [e /kWh]
pR residential electricity tariff [e /kWh]
pWh Market value of PV electricity [e /kWh]
u Discount rate [%]
ω PV Performance ratio [%]
a Solar irradiance under STC [W/m2]
tPV PV lifetime [years]
tST Storage lifetime [years]
Variables
Ci,r Total costs [e ]
CPV

i,r Annualized PV investment costs [e ]
CST

i,r Annualized storage investment costs [e ]
EPU

h,i,r Electricity purchased from the grid [kWh]
EPV

h,i,r Electricity supplied by PV system [kWh]
ESA

h,i,r Electricity sold to the grid [kWh]
EST

h,i,r Electricity supplied by storage system [kWh]
GPV

h,i,r Total PV electricity generation [kW]
KPV

i,r Capacity of PV system [kW]
KST

i,r Capacity of storage system [kWh]
LST

h,i,r Storage level [kWh]
Mi,r O&M cost [e ]
Pi,r Costs of purchasing electricity [e ]
Ri,r Revenue from selling electricity [e ]
Sh,i,r Storage input [kWh]

electricity self-consumption and grid feed-in profiles.
The annual electricity costs of a household are defined as the
sum of the annualized PV system investment costs (CPV

i,r ),
the annualized storage system investment costs (CST

i,r ), the
annual operation and maintenance costs (Mi,r) and the
annual costs for the amount of electricity purchased from the
electricity grid (Pi,r). In addition, annual electricity costs are
decreased by the revenue acquired from selling PV electricity
to the grid (Ri,r), which is assumed to be remunerated by
the market value of PV electricity in the specific hour (pWh ).
The annual electricity costs are minimized subject to several
techno-economic constraints. Equation (7) depicts the power
balance of supply and demand that needs to be achieved
for each point in time. The electricity generation of the
household’s PV system in a specific hour and region (GPV

h,i,r)
can either be directly consumed by the household (EPV

h,i,r),
sold to the electricity grid (ESA

h,i,r) or stored in the battery
system (Sh,i,r). At the same time, however, the household’s
electricity demand in a specific hour and region (dh,i,r) needs
to be met by electricity supplied by the PV system (EPV

h,i,r),
the storage system (EST

h,i,r) or the electricity grid (EPU
h,i,r)

(Eq. (8)). As stated in Equation (9), the power output of a
household’s PV system in a specific hour and region (GPV

h,i,r)
depends on the solar irradiance on the tilted PV cells in
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the specific hour and region (ah,r) and on the performance
ratio of the PV cells (ω). The maximum storage level of
a household’s battery system (LST

h,i,r) is determined by the
storage capacity (KST

i,r ) (Eq. (10)), while the hourly change
in the storage level of a household’s battery system depends
on the storage operation in the specific hour and the losses
during the charging process (Eq. (11)).

minCi,r = CPV
i,r + CST

i,r +Mi,r + Pi,r −Ri,r (1)

s.t.

CPV
i,r = cPV ·KPV

i,r ·

[
1− 1

(1 + u)tPV

]
(2)

CST
i,r = cST ·KST

i,r ·

[
1− 1

(1 + u)tST

]
(3)

Mi,r = mPV ·KPV
i,r +mST ·KST

i,r (4)

Pi,r =
∑
h∈H

[
pR · EPU

h,i,r

]
(5)

Ri,r =
∑
h∈H

[
pWh · ESA

h,i,r

]
(6)

GPV
h,i,r = EPV

h,i,r + ESA
h,i,r + Sh,i,r (7)

dh,i,r = EPV
h,i,r + EST

h,i,r + EPU
h,i,r (8)

GPV
h,i,r = KPV

i,r · ω ·
[
ah,r
a

]
(9)

LST
h,i,r ≤ KST

i,r (10)

LST
h+1,i,r − LST

h,i,r =

[
Sh,i,r · ω

]
− EST

h,i,r (11)

Given that the focus of the analysis is on the German
electricity market, all country-specific input parameters of
the household optimization model – such as the residential
electricity tariff, the household’s electricity consumption
profile and the solar irradiance profile – have been defined
according to German levels.
The single households’ electricity consumption profiles were
derived with the model of domestic electricity use developed
in [9], which creates synthetic electricity demand data for 24
hours (with one-minute resolution) through the simulation
of domestic appliance use – depending on the number of
residents living in the house, the day of the week and
the month of the year.7 The domestic electricity demand
model was configured to the use of domestic appliances in
Germany based on data from [10], [11], [12] and [13] and
run for 8760 hours of the year. Overall, 250 annual electricity
consumption profiles were simulated, each differing with
regard to the number of residents living in the dwelling (1-5)
and the amount of domestic appliances.
The hourly solar irradiance profiles for three different regions
in Germany were taken from [14] and converted from a
horizontal to a tilted surface.
All other input parameters of the household optimization
model are listed in Table III. The input parameters are set
to the expected values achievable between the years 2025

7The domestic electricity demand model is distributed under
http://hdl.handle.net/2134/5786 and documented in [9].

TABLE III
ASSUMPTIONS OF THE HOUSEHOLD OPTIMIZATION MODEL IN

SCENARIO A

Parameter
a 1000 [W/m2]
cPV 1250 [e 2011/kWp]
cST 500 [e 2011/kWh]
η 95 [%]
mPV 11 [e 2011/kWp p.a.]
mST 7.5 [e 2011/kWh p.a.]
pR 0.378 [e 2011/kWh]
tPV 30 [years]
tST 15 [years]
uR 3 [%]
ω 75 [%]

and 2030, at which time any direct financial incentives such
as solar power feed-in tariffs are assumed to be abolished.
However, at this time, the gap between the residential
electricity tariff and the LCOE of PV is assumed to have
increased to a level resulting in an attractive rate of return
from investments in PV and storage system capacities. In
specific, PV system investment costs (cPV ) are assumed
to amount to 1,250 e 2011/kWp (incl. VAT of 19 %) and
the technical lifetime of PV systems (tPV ) is assumed to
amount to 30 years. Moreover, storage systems are assumed
to exhibit investment costs (cST ) of 500 e 2011/kWh and to
have a technical lifetime (tST ) of 15 years.8 In contrast to the
residential electricity tariff (pR), which is derived by linear
extrapolation of current values and assumed to amount to
0.378 e 2011/kWh,9 the market value of PV electricity (pWh )
is endogeneously determined with the electricity system
optimization model, which is presented in the next section.

C. Iteration with an electricity system optimization model

From a wholesale market perspective, a large PV pen-
etration and a high share of self-consumed PV electricity
generation on the household level causes changes in the
load and the provision and operation of power plants. As a
result, there is a change in the marginal value of excess (not
self-consumed) PV electricity that is fed into the electricity
grid. To account for this interdependent relationship, the
household optimization model is iterated with an electricity
system optimization model.
The electricity system optimization model used in this
analysis is an extended version of the long-term investment
and dispatch model for conventional, renewable, storage and
transmission technologies as presented in [15]. It covers
29 countries (EU27 plus Norway and Switzerland), which
can be aggregated to larger market regions to reduce the
computational time. The model determines the cost-efficient
development of generation and storage capacities and their
operation for the time period up to 2030. The objective
of the model is to minimize accumulated discounted total
system costs while being subject to several techno-economic
restrictions, such as the hourly matching of supply and
demand, fuel availabilities and potential space for renewable

8The assumptions regarding the storage system reflect expectations for
Lithium-Ion batteries.

9The residential electricity tariff is assumed to increase by 3 % per year
until 2025.



2nd INTERNATIONAL WORKSHOP ON INTEGRATION OF SOLAR POWER INTO POWER SYSTEMS, 12-13 NOVEMBER 2012, LISBON 5

energies as well as politically implemented restrictions such
as EU-wide CO2 emission reduction targets and limited
nuclear power deployment.10

The simulation of the European electricity markets is carried
out as a two-stage process: In the first step, investments
in generation and storage capacities are simulated in 5-
year time steps until 2030. For each of the years, the
model determines both investments in new capacities and
decommissionings of existing capacities.11 The dispatch of
capacities is calculated for eight typical days per year on
an hourly basis (scaled to 8760 hours), representing vari-
ations in electricity demand as well as in solar and wind
resources along with their multivariate interdependencies. In
the second step, the capacity mix in 2030 is fixed and a
high-resolution dispatch is simulated. Instead of typedays,
the dispatch is simulated on the basis of hourly load profiles
as well as hourly electricity generation profiles of wind and
solar power technologies for 8760 hours of the year (based
on historical hourly wind and solar radiation data from [14]).
Due to computational time constrainst the simulation is run
for 9 European market regions, which are considered most
relevant for dispatch and investment decisions in Germany.
The simulated market regions are depicted in Figure 3.
The results of the electricity system optimization model

Model regions

Simulated market regions

Fig. 3. Simulated model regions

encompass the commissioning and decommissioning of con-
ventional, renewable and storage capacities until 2030, the
electricity generation of all technologies and the marginal
costs of electricity generation in each hour of the year 2030.
Since the optimal PV and storage system capacities from

the single household perspective directly depend on the

10Total system costs are defined by investment costs, fixed operation
and maintenance costs, variable production costs and costs due to ramping
thermal power plants.

11All assumptions regarding techno-economic parameters, fossil fuel
prices and investment costs of conventional, storage and renewable tech-
nologies are based on [16].

Convergence?

Initial market value of PV 
electricity (8760h)

Household Model

Upscaling to country level

- Optimal PV and storage capacity
- Self-consumption profiles
- Grid-infeed profiles

i=1

no

Equilibrium solution found

yes

i=i+1

Market Model

Market value of 
PV electricity (8760h)

Fig. 4. Schematic representation of the iterative process

marginal value of excess (not self-consumed) PV electricity,
the results of the household optimization model are iterated
with the results of the electricity system optimization model.
Figure 4 shows a schematic representation of the iterative
process. Based on an initial market value of PV electricity
in 2030 (which was assumed to amount to 0.055 e /kWh
in all hours of the year) the household optimization model
determines the optimal PV and storage capacities (depending
on the number of residents living in the house and the
location in Germany), as well as hourly system performance
statistics, including the single household’s hourly electricity
self-consumption and grid feed-in profiles.
To analyze the impact of the single household’s optimization
behavior on the German electricity market, the results are
scaled up to the country level by multiplying the model re-
sults with the number of one- and two-family-houses located
in Germany (differentiated by the number of residents and
the location of the houses). The procedure assumes complete
rational behavior and abstracts from the so-called ‘landlord-
tenant’ problem ([17]). Hence, scenario A can be said to
depict a situation of ‘unconstrained grid parity’ in Germany
up until 2030.
The upscaled results of the household optimization model –
i.e. the household’s optimal PV and storage capacities, self-
consumption and grid-infeed profiles – serve as input param-
eters for the electricity system optimization model, which in
turn determines the marginal costs of electricity generation in
each hour of the year 2030. Given the fact that the marginal
costs of electricity generation reflect the market value of
excess (not self-consumed) PV electricity generation, the
marginal costs of electricity generation are in turn taken as
an input parameter for the household optimization model.
Specifically, the household’s PV electricity generation that
is not self-consumed, but rather fed into the electricity
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grid, is assumed to be remunerated by the marginal costs
of electricity generation – which are determined by the
electricity system optimization model.
Based on the new marginal costs of electricity generation
– which reflect the market value of PV electricity – the
household optimization model determines the optimal PV
and storage capacities from the single household perspective.
This iterative process is continued until the convergence of
results is achieved.

III. RESULTS

Figure 5 presents the development of optimal PV capaci-
ties during the iterative process in scenario A, depending on
the numbers of residents (1-5) and the location (Southern,
Central, Northern Germany) of the household. Optimal PV
capacities reach stable levels after only three iteration steps.
On average, optimal PV capacities change by less than 1 %
in the last iteration step. Other quantities that are subject to
change while iterating the two models – such as the optimal
storage capacities and the market value of PV electricity –
show the same convergent behavior.
Table IV shows the optimal PV and storage system ca-
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1 2 3 4 5 6

Iteration Step
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kW
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3
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Fig. 5. Development of optimal PV capacities during the iteration in
scenario A

pacities, the share of the household’s annual PV electricity
generation that is consumed in-house and the share of the
household’s annual electricity demand that is covered by
self-produced PV electricity in scenario A after convergence
has been reached (i.e. for iteration step 6). Both optimal
PV and storage system capacities increase with the number
of residents living in the household. However, the shares
of in-house PV electricity consumption (i.e. the share of
the household’s annual PV electricity generation that is

consumed in-house and not fed into the electricity grid) lie
within a relatively low and narrow range between 43 %
and 46 % for all configurations. Interestingly, households
are able to cover 67 % to 77 % of their annual electricity
demand by self-produced PV electricity in scenario A, given
the optimized PV and storage capacities.
Figure 6 shows the average share of the (daily) household

TABLE IV
OVERVIEW OF MODEL RESULTS

North Germany Central Germany South Germany
Optimal PV capacity [kW]

1 Resident 4.2 4.4 4.4
2 Residents 5.8 6.1 6.0
3 Residents 6.3 6.6 6.4
4 Residents 6.8 7.0 7.0
5 Residents 7.2 7.6 7.4

Optimal storage capacity [kWh]
1 Resident 3.3 3.4 3.9
2 Residents 4.4 4.5 5.1
3 Residents 4.9 5.1 5.7
4 Residents 5.2 5.5 6.1
5 Residents 5.5 5.7 6.4

Share of in-house PV electricity consumption [%]
1 Resident 45% 43% 45%
2 Residents 45% 43% 45%
3 Residents 45% 43% 45%
4 Residents 45% 44% 45%
5 Residents 46% 44% 45%

Household demand coverage by PV electricity [%]
1 Resident 67% 71% 75%
2 Residents 67% 71% 76%
3 Residents 68% 72% 76%
4 Resdients 68% 72% 77%
5 Residents 68% 73% 77%

electricity demand that can be covered by self-produced PV
electricity during summer and winter in scenario A. On
average, households are able to cover up to 96 % of their
daily electricity demand by self-produced PV electricity in
the summer, and up to 80 % in the winter. After having

0%

20%

40%

60%

80%

100%

1h 3h 5h 7h 9h 11h 13h 15h 17h 19h 21h 23h

Summer
Winter

Fig. 6. Average daily residential electricity demand coverage by self-
produced PV electricity in Germany in 2030

determined the optimal PV and storage system capacities for
each single household, results are scaled to the country level
by multiplying the optimal residential capacities with the
number of one- and two-family-houses located in Germany,
differentiated by the number of residents and the location of
the houses (Table V) – based on data from [18] and [19].12

In total, 82 GW of rooftop PV capacities are installed
by 2030 in scenario A – in addition to the 52 GW of
PV capacities foreseen in 2020 by Germany’s NREAP.

12To account for the fact that part of the rooftop potential of one- and two-
family-houses will already be used to achieve commitment with Germany’s
NREAP target for photovoltaic in 2020 (52 GW) only 90 % of the one-
and two-family-houses have been used for the upscaling.
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TABLE V
NUMBER OF ONE- AND TWO-FAMILY-HOUSES LOCATED IN GERMANY

North Germany Central Germany South Germany
1 Resident 927,873 2,019,445 130,7012
2 Residents 1,401,861 2,736,602 1,736,486
3 Residents 587,329 1,129,975 714,979
4 Residents 545,935 1,047,263 662,260
5 Residents 190,168 362,654 229,064

Storage capacities built in combination with these rooftop
PV facilities amount to 65 GWh, corresponding to 160 %
of currently installed pump storage capacities in Germany
(40 GWh in the year 2010).
As shown in Figure 7 and Figure 8, high shares of in-
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Fig. 7. Average (residual) load on weekdays in the summer and the winter
in Germany in 2030

house PV electricity consumption on the single household
level cause significant changes in the load supplied by the
wholesale electricity market (residual load) in scenario A.13

On average, the load supplied by the wholesale electricity
market on weekdays decreases by up to 12 % in the summer,
and by up to 8 % in the winter due to in-house PV electricity
consumption. Interestingly, the highest load reduction on
weekdays occurs in the evening hours – due to the in-house
consumption of PV electricity that was stored in the battery
system during the day. However, since Figure 7 and Figure
8 show the average load reduction on weekdays during
summer and wintertime, it cannot be concluded that peak
load is reduced. For such a conclusion, specific instances in
time would need to be analyzed in detail. This is subject to
further research.
The partial optimization of the single households (induced
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Fig. 8. Average load reduction on weekdays through in-house PV
electricity consumption in the summer and the winter in Germany in 2030

by PV grid parity) in scenario A leads to significant excess
costs. In comparison to scenario B – which assumes no
partial optimization of the single households but instead

13In this analysis, the term ‘residual load’ corresponds to Germany’s total
electricity demand (load) without the accumulated in-house PV electricity
consumption on the household level.

a total system optimization – accumulated and discounted
total system costs increase by 7.1 bn e 2011 up until 2030.
This massive increase in total system costs is caused by the
fact that investments in rooftop PV systems and small scale
storage technologies (such as lithium-ion batteries) on the
single household level do not depict a cost-efficient invest-
ment option in Germany before 2030. Instead of rooftop PV
and small scale storage systems, wind onshore (plus 7 GW)
and gas capacities (plus 9 GW) are deployed in scenario B
up until 2030. Furthermore, 11 GW of ground-mounted PV
systems are installed as a cost-efficient option in Southern
Germany after 2025 in scenario B.14

IV. CONCLUSIONS

Our model-based analysis has shown that the rapidly
growing gap between the residential electricity tariff and
the LCOE of PV may lead to considerable investments in
rooftop PV systems and storage capacities for in-house PV
electricity consumption in Germany up until 2030. Given
our scenario assumptions, 82 GW of rooftop PV systems are
installed by 2030 in addition to the 52 GW of PV capacities
foreseen by the German NREAP for 2020. Accumulated
household storage capacities built in combination with these
PV facilities amount to 65 GWh, corresponding to 160 %
of currently installed pump storage capacities in Germany.
The optimal dimensioning of the PV and storage capacities
from the single household perspective allows on average 72
% of the household’s annual electricity demand to be covered
by self-produced PV electricity.
The single household’s optimization behavior entails direct
consequences for the wholesale market, as it changes the
residual load both in volume and structure. In terms of
volume, residential demand for electricity decreases dra-
matically, thus leading to significant revenue shortfalls for
conventional power plants. In addition, more than half of
the total PV electricity generation on the household level is
fed into the electricity grid.
Overall, the indirect financial incentive induced by PV grid
parity leads to massive excess costs of 7.1 bn e 2011 until
2030, due to the fact that rooftop PV and small scale storage
systems are not a cost-efficient investment option from a total
system perspective until 2030.
Further research will check the robustness of the results by
performing sensitivity analyses, specifically with respect to
both residential electricity prices and investment costs (of
both PV and storage systems). Moreover, specific effects of
increased in-house PV electricity consumption will be inves-
tigated in more detail, such as the impact of PV generation
on peak demand levels or on the future development of the
capacity mix. It would be particularly interesting to analyze
the consequences of PV grid parity for other EU member
states where solar resources as well as electricity pricing
systems are different than those in Germany.
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Energynautics GmbH
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Abstract—Electricity market models, implemented as dy-
namic programming problems, have been applied widely to
identify possible pathways towards a cost-optimal and low
carbon electricity system. However, the joint optimization of
generation and transmission remains challenging, mainly due
to the fact that different characteristics and rules apply to
commercial and physical exchanges of electricity in meshed
networks. This paper presents a methodology that allows to
optimize power generation and transmission infrastructures
jointly through an iterative approach based on power transfer
distribution factors (PTDFs). As PTDFs are linear repre-
sentations of the physical load flow equations, they can be
implemented in a linear programming environment suitable for
large scale problems such as the European power system. The
algorithm iteratively updates PTDFs when grid infrastructures
are modified due to cost-optimal extension and thus yields an
optimal solution with a consistent representation of physical
load flows. The method is demonstrated on a simplified three-
node model where it is found to be stable and convergent.
It is then scaled to the European level in order to find the
optimal power system infrastructure development under the
prescription of strongly decreasing CO2 emissions in Europe
until 2050 with a specific focus on photovoltaic (PV) power.

I. INTRODUCTION

Motivated by ambitious emission reduction and renewable
energy integration targets, the European power system is
expected to undergo substantial changes. Electricity market
models, implemented as a dynamic programming problem,
have been applied widely to identify possible pathways.
However, these models mostly lack an appropriate represen-
tation of the physical grid which represents the backbone
of today’s power system. Specifically, a joint optimization
of generation and transmission is difficult, mainly due to
the fact that different characteristics and rules apply to
commercial and physical exchanges of electricity in meshed
networks.

This is specifically true when dealing with an intermeshed
alternating current (AC) transmission network as the Euro-
pean power system. According to Kirchhoff’s circuit law,
multiple paths are taken by the physical flows when settling
trades from one point to another via the intermeshed grid (so

called loop flows), such that a large number of lines may be
impacted.

Many studies have dealt with the problem of transmis-
sion system expansion. Comprehensive literature surveys
for the general problem of transmission system expansion
and corresponding modelling issues are provided in [1],
[2]. As stated in [1], the problem comprises economic and
engineering considerations, which can easily be confirmed
when analysing the corresponding fields of research.

From an engineering perspective, early approaches to
transmission system expansion can be found in [3] or [4]
that both formulate linear load flow equations in order to
find overloaded lines, however only considering snapshots of
the future power system. Besides linear programming, later
works also deploy various other optimization methods, such
as non-linear programming, mixed-integer programming or
artificial intelligence methods [5].

The second stream of analysing transmission system ex-
tensions is mostly based on economic considerations: In
[6] the analytical model uses PTDF in order to integrate
loop flows that were previously found to have a significant
impact on the efficiency of the market outcome in meshed
networks [7]. They assume an invariant PTDF matrix and
furthermore do not address social welfare effects. A very
similar modelling framework is applied in [8] to analyse
an incentive mechanism for transmission expansion with
a profit-maximizing transmission system company and a
competitive wholesale market based on nodal pricing, and
in [9] to specifically analyse the impact of different cost
functions.

This paper presents a methodology that couples an elec-
tricity market model with a power flow model to jointly
optimize both power generation and transmission grid in-
frastructures under flow-based market coupling using an it-
erative approach based on power transfer distribution factors
(PTDFs). The objective of the proposed method is to find
the overall cost-optimal solution for serving electricity to
the consumers, and thus to optimize social welfare. PTDFs
are linear representations of the load flow equations which
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can be used to calculate physical active power flows in
the power network given market transactions. As such, they
can be implemented in a linear programming environment
determining the cost-optimal development of power system
infrastructures under certain restrictions. However, a set of
given PTDFs is only valid as long as certain criteria are met,
such as no reactive power flows and no losses. Furthermore
the PTDFs change with each change of grid configuration,
so we suggest a method whereby the PTDFs are updated
and fed back every time the grid is modified. The method
is demonstrated on a simplified three-node model where the
iterative optimization algorithm is found to be stable and
convergent.

The paper then provides an outlook on a large-scale
application that is currently being implemented in order to
find the optimal power system infrastructure development
under the prescription of strongly decreasing CO2 emissions
in Europe until 2050 with a specific focus on photovoltaic
(PV) power. The following two main questions shall be
answered within this framework:

• What does a cost-optimized European power system
(both generation and grid) look like in 2030 (medium
term) and 2050 (long term)?

• How does an optimized grid extension help to cost-
optimally deploy power from photovoltaic (PV) instal-
lations in Europe?

The results of this large-scale application will be published
in a separate paper.

The remainder of the paper is structured as follows:
Section II presents the methodology developed to jointly
optimize power generation and transmission grid infrastruc-
tures in an iterative manner based on PTDFs. The algorithm
is applied to a simple three node network in Section III.
Section IV presents an outlook on the modelling framework
of the large-scale application to the European power system
with large shares of photovoltaics. Section V concludes.

II. METHODOLOGY

This section is subdivided into two parts. First, starting
from the most general formulation of the load flow equations
in an intermeshed AC grid, a linear PTDF representation is
derived suitable for being integrated in a large scale linear
optimization problem. Then, a model is presented focusing
on the problem of integrating load flow calculations in an
economic optimization framework with the objective to find
the cost-optimal grid infrastructure in a multi-node network
with different load and generation characteristics.

A. Load flow equations and PTDF representation

As noted in most electrical engineering books (e.g. refer
to [10]), the most general form of the network equations in

an AC power system can be written as follows:

Pi = Ui

∑
j∈I

Uj(gij cos(δi − δj) + bij sin(δi − δj))

Qi = Ui

∑
j∈I

Uj(gij sin(δi − δj)− bij cos(δi − δj))

Pij = U2
i gij − UiUjgij cos(δi − δj)− UiUjbij sin(δi − δj)

Qij = − U2
i (bij + bshij ) + UiUjbij cos(δi − δj)

− UiUjgij sin(δi − δj)
(1)

In the above equations, Pi and Qi represent the active
and reactive power infeed at node i, whereas Pij and Qij

stand for the active and reactive power flow on line ij
connecting node i and j, respectively. I is the set of nodes
the network consists of. As can be seen, voltage levels U and
phase angles δ of the nodes as well as series conductances
g and series susceptances b of the transmission lines are
determining active and reactive power flows.

There are two well-known algorithms to solve this set
of equations, namely the Gauss-Seidel and the Newton-
Raphson methods [10]. These algorithms are capable of
dealing with the non-linearities in the above equations. No-
ticeably, both methods are iterative and need an initial guess
for all unknown variables. For the purpose of implementing
load flow calculations in a linear optimization environment,
as presented in this paper, a linear representation of the
above equations has to be found. To this end, the following
assumptions can be made:
• All voltages are set to 1 p.u., meaning that there is no

voltage drop.
• Reactive power is neglected, i.e. Qi and Qij is set to

zero.
• Losses are neglected, and line reactance is by far larger

than the resistance: X >> R ≈ 0.
• Voltage angle differences are small, such that sin(δi −
δj) ≈ δi − δj .

By making these assumptions, the AC load flow equations
can be simplified to a linear relationship:

Pij = bij(δi−δj) =
xij

x2
ij +R2

ij

(δi−δj) ≈
1

xij
(δi−δj) (2)

According to Kirchoff’s power law, the active power injec-
tion at bus i is then given by

Pi =
∑
j∈Ωi

1

xij
(δi − δj) = (

∑
j∈Ωi

1

xij
)δi +

∑
j∈Ωi

(− δj
xij

) (3)

with Ωi being the set of buses adjacent to i. For a system
with multiple (N ) branches, (3) can be written in matrix
form as

Pnodal = B ·Θ (4)

where Pnodal is the vector containing the net active power
injections Pi, Θ the vector of phase angles and B is the
nodal admittance matrix with the following entries:

Bij = − 1

xij
(5)

Bii =
∑
j∈Ωi

1

xij
(6)



2nd INTERNATIONAL WORKSHOP ON INTEGRATION OF SOLAR POWER INTO POWER SYSTEMS, 12-13 NOVEMBER 2012, LISBON 3

Due to the fact that B is singular, the row and column
belonging to the reference bus is deleted (thus assuming a
zero reference angle at this bus). The resulting vectors and
matrix are named B′, Θ′ and P ′

node. We can now solve (4)
for Θ′:

Θ′ = B′−1 · P ′
nodal (7)

Next, we consider the dependency between the load flow on
line ij and the phase angle over the same line according to
2 and find the matrix representation to be:

Pbranch = H ·Θ′ (8)

with Pbranch the vector of the net active power flows Pij

and Hki = 1/xij , Hkj = −1/xij and Hkm = 0 for m 6= i, j
(note that k runs over the branches ij). Θ′ can then be
inserted in (8) to give:

Pbranch = H ·Θ′ = H ·B′−1 ·P ′
nodal = PTDF ·P ′

nodal

(9)
The elements of PTDF are the power transfer distribution
factors, constituting the linear relationship between the load
flows on the lines and nodal power balances.

In the next step, a market model will be introduced
that simulates the dispatch of different power plants in
different market regions and thus nodal power balances
in a cost-minimizing manner. Power flows can then be
calculated using the PTDF approach that was introduced in
this section, and an additional restriction ensures that line
flows stay below thermal limits. Furthermore, the model will
be implemented such that thermal limits (i.e. transmission
capacity) can be increased when contributing to the cost-
optimal solution.

B. Model for the cost optimal expansion of grid infrastruc-
tures

The goal of the study presented in this paper is to
determine the cost-optimal extension of AC and DC grid
infrastructures. To this end, the above deduced linear power
flow representation can be embedded in an electricity mar-
ket model. Herein, an exogenously given demand shall be
supplied at least cost by the various technological options of
generation and transmission. Market models are commonly
modeled as linear optimization problem which is well suited
for most applications, especially when large systems with
high technological, spatial and temporal resolution shall be
analysed. With the methodology deduced in the previous
section, load flow calculations and grid extensions can
explicitly be included in such a linear program.

Moreover, the methodology presented in this section is
also able to account for possible DC grid extensions. Com-
pared to the AC system, flows on the DC lines are easier
to deal with due to the fact that all lines are assumed to be
point-to-point connections that are equipped with converter
stations. This technical equipment makes it possible to
perfectly control the flows on the corresponding line, such
that trades can directly be settled via those lines (in other
words, trades directly translate into physical flows).

Suppose that the level of demand in market i at time
t, Dt

i is an exogenous parameter entering the optimization
problem. The power that can be generated in market i at

time t by technology a at costs of cti,a is denoted by Gt
i,a.

Furthermore, transmission capacities between i and j are
denoted in vector-form by Pmax and can be built up at
costs of λ. All quantities are possibly different with respect
to space and time.

Within this framework, the following linear program
formalizes the optimization problem for the cost-efficient
supply of electricity including generation as well as AC and
DC transmission expansion.

min Ctot =
∑
i∈I

∑
a∈A

∑
t∈T

Gi,a,tci,a,t+λ
AC ·PAC

max+λDC ·PDC
max

(10)
s.t. ∑

a∈A
Gi,a,t +

∑
j∈J

Tj,i,t = Di,t (11)

Ti,j = TAC
i,j + TDC

i,j (12)

PAC = PTDF · TAC (13)

PDC = TDC (14)

−PAC
max ≤ P

AC ≤ PAC
max (15)

−PDC
max ≤ P

DC ≤ PDC
max (16)

(10), being the objective function, states that total costs
for electricity supply shall be minimized. Costs arise from
producing electricity on the one hand and costs related to
transmission grid extensions on the other (note that for the
sake of simplicity the expansion of generation capacity is not
included at this stage. This condition can easily be relaxed, as
done in the large-scale application presented in Section IV).
The equilibrium condition (11) ensures that supply equals
demand in each market region i at every instant in time t.
Electricity can be supplied either by generation in the local
market or by imports from other markets. Trades can be
settled via AC or DC grid infrastructures, as stated in (12).
Once trade flows are set, the resulting physical flows can be
calculated: For the AC grid, we use the methodology based
on PTDFs as introduced in section II-A and recaptured in
(13). For the DC grid, trades directly translate into physical
flows (14). The last two Equations (15) and (16) restrict the
resulting flows to the line capacities Pmax that are currently
installed. Line capacities in turn are subject to optimization.

As shown in section II-A, the PTDF matrix depends on
the physical characteristics of the AC grid, especially on
line reactances. When AC grid capacities change, the PTDF
matrix will also change. Thus, whenever the optimal solution
includes increasing line capacities, the underlying PTDF ma-
trix that was used to deduce the optimum is no longer a valid
one for the resulting system. Consequently, a new PTDF
matrix is calculated based on the new grid infrastructure,
and updated within the above optimization problem. The
problem therefore has to be solved iteratively while updating
the PTDF matrix every time the market model has found an
optimal solution. A schematic representation of the resulting
process is shown in Figure 1.

Note that an alternative approach to the process described
in Figure 1 would be the calculation of the PTDF matrix
directly in the market model according to (9). However,
as the elements of PTDF depend on the line capacities
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Convergence?

Initial grid capacities

Grid Model

Market Model

PTDFi

Grid capacities

i=1
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Optimal solution and 
consistent PDTF matrix

yes

i=i+1

Fig. 1. Schematic representation of the iterative process

PAC
max, this would make (13) non-linear and the optimiza-

tion problem difficult to solve, especially in large-scale
applications. In fact, there are very effective methods for
solving linear programming problems, such as the Simplex
algorithm (see e.g. [11], [12]), whereas algorithms for non-
linear optimization problems are either inefficient or only
find a local instead of the global optimum (see e.g. [13]).

III. THREE NODE NETWORK

In this section the methodology developed in Section II
shall be applied to a simple example. A three node network
was chosen as this is the easiest setting for which loop flows
play a role.

With a given demand as well as fixed available generation
capacities and costs, the cost-optimal solution for a full
electricity supply shall be found that potentially involves
transmission grid extensions.

A. Setting of the three node network example

The setting of the three node network considered in this
part of the analysis is shown in Figure 2.

Pmax,13

Pmax,23

Pmax,12

Node 1

Node 3 Node 2

Fig. 2. Three-node network considered in this section

With (9), the transaction-based PTDF matrix for this
network can be calculated as in the following equation.
Each entry of the matrix is labeled with the corresponding
transaction Ti,j and impact on line Li,j in order to facilitate
reading.

PTDF =
1

x12+x13+x23

[ T13 T23 T12

L13 x12+x23 x23 x12

L12 x13 −x23 x13+x23

L23 x13 x13+x12 −x12

]
(17)

As in [6], we assume additional line capacity is added
in parallel, such that the reactances’ dependency on line
capacity takes the following form:

xij =
xij,0

Pmax,ij/Pij,0
. (18)

Note that the algorithm needs a starting point for the
iteration. Starting from an initial guess for line capacities
and corresponding line reactances the algorithm iteratively
searches for optimal grid capacities while updating line
reactances according to (18).

We assume different generation and load levels at each
node that are exogenous and constant. We then consider a 10
year planning horizon for which the grid shall be optimized.
Generation costs at node 1 and 2 are 20 Eur/MWh or 1.752
Mio. Eur per MW supplied for 10 years, and 15 Eur/MWh or
1.314 Mio. Eur/(MW*10a) at node 3. Costs for grid upgrades
amount to 1000 Eur per MW and km, with distances of
300 km between all nodes. Furthermore we assume that for
security reasons a minimum of 50 MW shall be built on each
line which adds an additional restriction to the optimization
problem formulated in Equations 10 to 16.

Table I summarizes load level Pload, available generation
capacity Pgen and generation costs Cgen at each of the three
nodes, as well as the costs for grid upgrades.

TABLE I
ASSUMPTIONS FOR THE THREE NODE NETWORK EXAMPLE

Parameter Unit Node 1 Node 2 Node 3
Pload MW 800 300 200
Pgen MW 300 300 800
Cgen Mio.Eur/(MW*10a) 1.752 1.752 1.314

Line 1-2 Line 1-3 Line 2-3
CAC

tran Mio.Eur/MW 0.3 0.3 0.3
CDC

tran Mio.Eur/MW 1.5 1.5 1.5

B. Results of the three node network example

Based on the assumptions listed in the previous Section
we run the model as it was presented in Section II in order
to determine necessary grid extensions when all three nodes
shall be connected through an AC and/or DC transmission
grid. The results are presented in Figures 3 to 5 that capture
all endogenous system properties that are subject to change
when running the iterative simulation. Noticeably, in this
example DC grid extensions are not part of the optimal
solution due to higher investment costs compared to AC
transmission grids.

For the initial guess all line capacities and reactances were
set to 100 MW and 1 Ohm, respectively. Consequently, a
power transfer of x from Node A to B results in power flows
of 2/3*x on line A-B and 1/3*x on lines A-C and C-B. Node
1 is lacking 500 MW of power generation that needs to be
imported from outside. Due to lower generation costs and
availability, the missing 500 MW are supplied by Node 3.
Transmission lines are extended such that these 500 MW can
be transported from Node 3 to Node 1, hence 2/3*500 MW
flow on line 1-3 and 1/3*500MW via node 2 (i.e. on line 1-2
and line 2-3). Furthermore, the optimal solution includes the
usage of the full capacity available at lower costs in Node 3.
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Fig. 3. Development of transmission line reactances during the iteration
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Fig. 4. Development of transmission line capacities during the iteration

The inherent advantage is that the flows on line 1-2 resulting
from the trade between nodes 3 and 2 counteract the flow
from 3 to 1 via 2, thus leading to a situation where less grid
extensions are needed on this particular line. Necessary grid
extensions in iteration step 1 then amount to 133 1/3 MW
on line 1-2, 366 2/3 MW on line 1-3 and 233 1/3 on line
2-3. Total costs sum up to 2.1472 Mio. Euros.

In the next iteration step, line reactances are updated
according to (18) and previously optimized line capacities,
thus changing the PTDFs, power flows and optimized line
capacities. As can be seen in Figure 4, necessary upgrades
on line 1-3 further increase. This is caused by the follow-
ing sequence of events: capacity extension on this line is
highest, and therefore, line reactance decreases the furthest.
As more power flows on lines with low reactance, larger
transmission capacities are needed on line 1-3 in order
to handle the increasing power flows. Following the same
logic, necessary transmission capacities on lines 1-2 and
2-3 decrease. Noticeably, as only one line is affected by
increasing transmission capacities whereas the capacities of
two lines are reduced, total system costs are lowered during
the iteration as can be observed in Figure 5. The reactance of
line 1-2 increases sharply in the third iteration step since only
moderate capacity upgrades were found to be cost-optimal.
During the next iterations, capacity of line 1-2 further
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Fig. 5. Development of total system costs during the iteration

decreases and rapidly approaches the minimum extension
capacity of 50 MW with corresponding line reactance of 2
Ohm.

During the iterative process, all endogenous system prop-
erties reach stable levels after only a few iteration steps.
Optimized line capacities, for instance, change by less than
0.1% after iteration step 10.

IV. LARGE-SCALE APPLICATION

This section presents an outlook on further work that
applies the previously developed method to a large-scale
problem. Specifically, an electricity market model and a
power flow model both covering the European power system
are coupled via PTDFs in order to find the optimal power
system infrastructure development under the prescription of
strongly decreasing CO2 emissions in Europe until 2050 with
a specific focus on photovoltaic (PV) power. The following
two main questions shall be answered within this framework:
• What does a cost-optimized European power system

(both generation and grid) look like in 2030 (medium
term) and 2050 (long term)?

• How does an optimized grid extension help to cost-
optimally deploy power from PV installations in Eu-
rope?

The two models are introduced in Sections IV-B and IV-A,
whereas the iteration between them is described in Section
IV-C. Please note that the results of the large-scale appli-
cation are still being finalized and will be published in a
separate paper.

A. Power flow model

To analyse the power flows in the European transmis-
sion network, a detailed model of the high voltage grid
is used. This model was developed with DIgSILENT’s
power system calculation tool PowerFactory and covers all
ENTSO-E members. It consists of a total of over 200 nodes,
representing generation and load centers within Europe, 450
high voltage AC (HVAC) lines and all the high voltage DC
(HVDC) lines within the ENTSO-E area. The grid model
is built for AC load flow calculations and thus can be used
not just for active power flows, but also to calculate losses
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within the network, reactive power flows and the necessary
compensation to maintain network stability.

As a starting point for the iterations two versions of the
grid model were prepared: one representing the European
grid as it was in 2011 and another for the predicted state
of the network in 2020. For the future projection, it was
assumed that all projects in mid-term planning from ENTSO-
E’s Ten Year Network Development Plan will be built. In
total 82GVA of extra capacity was added for new HVAC
lines and 13GVA for new HVDC lines between 2011 and
2020.

Whereas in the market model all the load and generation
is aggregated for each market region (i.e. assuming a copper
plate with no internal power transfers), the grid model con-
sists of multiple nodes per market region.1 The distribution
of demand and generation assets across the nodes within
each market region are set using allocation keys, which are
based on factors such as population density, siting of heavy
industry, location of thermal power plants and the availability
of renewable energy resources.

The network and distribution keys were validated by
comparing cross-border flows in the model against publicly
available data from ENTSO-E, after which the impedances
and allocation keys were optimized to ensure good agree-
ment across several snapshots of the network.

In 2011 and 2020 the majority of DC lines lie between the
different synchronous zones of the ENTSO-E area, such as
the undersea connection between France and Great Britain.
To allow the economic model the choice of extending the
HVDC network, an Overlay Network of DC lines was con-
structed for 2030 and 2050 with DC connections permitted
between all neighboring market regions, including those
within the same AC network. To take account of the effect
of DC transfers on the AC grid, a PTDF for DC transactions
was calculated, in addition to the AC PTDF for transactions
inside the AC network. This DC PTDF linearizes the effect
of DC transfers on the AC network, capturing for example
the power flows to and from the DC connection points.

An additional challenge was presented by the fact that
each market region spans several nodes within the grid
model. To accurately capture the flows between the nodes
inside each region, which change depending on the dispatch
of generation technologies at any given time, the node
allocation keys (K) were directly incorporated into the
PTDF. In this way the nodal power balances within the
model can be determined for any dispatch situation, with the
power flows then following directly from the usual PTDF.
Thus (13) is reformulated as follows:

PAC = PTDF · (KD ·D−KG ·G−KDC ·TDC) (19)

B. Electricity market model

The market model used in this analysis is an extended
version of the long term investment and dispatch model
for conventional, renewable, storage and transmission tech-
nologies as presented in [14]. It covers 29 countries (EU27

1Note that this could be overcome by simulating a nodal pricing regime
where each node of the transmission grid is its own market region. However,
this would call for a market model that is even more complex than the one
that is currently used and could thus not be solved in a reasonable time.

plus Norway and Switzerland) at an aggregated level (i.e. 18
market regions). 2

The model determines possible paths of how the installed
capacities will develop and how they are operated until 2050
under different assumptions, assuming that the European
markets will achieve the cost-minimizing mix of different
technologies - a market result that is set in full competition.
The objective of the model is thus to minimize accumulated
discounted total system costs while being subject to several
techno-economic restrictions, such as the hourly matching of
supply and demand, fuel availabilities or potential space for
renewable energies, and politically implied restrictions, such
as an EU-wide CO2 emission reduction target or limited
nuclear power deployment. The dispatch is calculated for
eight typical days per year on an hourly basis (scaled to 8760
hours), representing variations in electricity demand as well
as in solar and wind resources along with their multivariate
interdependencies. Extreme events that particularly stress the
power system, e.g. periods of low wind and high demand,
are also covered. To account for local weather conditions,
the model considers several wind and solar power regions
(subregions) within market regions based on hourly meteo-
rological wind speed and solar radiation data [15]. For the
study presented in this paper, the grid optimization has been
implemented in the electricity market model as in equations
(10) to (16) and (19).

An important assumption concerns the congestion man-
agement, i.e. the restriction of electricity transactions be-
tween market regions: As opposed to NTC-based market
coupling which is still the predominant method for con-
gestion management in the European power system, our
calculations are all based on a flow-based market coupling
regime. The reason for this is two-fold:
• Flow-based market coupling is implemented in the

market model in order to optimize thermal limits of
the transmission grid directly and without having to
calculate Net Transfer Capacities (NTC) every time the
grid infrastructure is changed. This results in a clearly
defined interface between the market model and the
power flow model, namely the PTDF matrix.

• Previous studies have shown that flow-based market
coupling increases market efficiency, and should thus
be chosen in order to determine the cost-efficient elec-
tricity supply while optimizing social welfare. 3

C. Iteration between the models

Years of reference included in the analysis are 2011, 2020,
2030, 2050. As described in Section II, the interface for the
power system optimization is the PTDF matrix. It is initially
calculated from the flow model for the years 2011 and 2020
for which the grid infrastructure is not optimized; we argue
that for the year 2020 optimized grid extensions would not
be realistic within this timeframe, due to long planning and

2The aggregation was done due to very long computational times
3For a general discussion of flow-based transmission rights and conges-

tion management see [16]. Analyses of different congestion management
regimes in the European power system and possible increases in market
efficiency were published in [17], [18], [19], [20], [21]. Practical feasibility
of the concept is currently proven in the Central Western European (CWE)
Region, as discussed in [22].
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permission procedures of such projects. For the year 2011,
the model represents current line capacities while for 2020 a
number of mid-term grid extensions are included as reported
in the Ten Year Network Development Plan (TYNDP) [23].

For later years, however, optimal grid extensions are
allowed leading to variations in line capacities. These ex-
tensions alter the impedances within the network model,
which in turn change the PTDF. Since the way the PTDF
changes is non-linear, it cannot be incorporated directly
into the linear optimization problem, so instead the PTDF
is updated iteratively until it converges on the optimal
consistent solution. As a starting point for the 2030 and 2050
networks, the 2020 PTDF is used. Note that in the electricity
market model, generation capacities are optimized starting
from 2011.

Power Flow Model

Market ModelPower Flow Model
PTDF2011Grid2011

O
pt

im
iz

at
io

n

optimal generation system

(2020, 2030, 2050)

optimal grid for 2030 and 2050

2030 2050

Convergence?
Ctot,i - Ctot,i-1 <  

i=1

i=i+1

no

yes

Optimal solution
and consistent
PDTF matrix

Grid2020 PTDF2020

PTDF2030 PTDF2050

Fig. 6. Iteration between the market and the power flow model of the
European power system

V. CONCLUSIONS

Joint optimization of generation and transmission is an
extremely important yet difficult task, mainly due to the fact
that different characteristics and rules apply to commercial
and physical exchanges of electricity in meshed networks.
In this paper a method is developed based on an iterative
PTDF calculation that is suitable for determining the cost-
optimal extension of large-scale power systems - such as the
European interconnected network - including generation as
well as grid facilities. An interface is implemented based
on PTDF matrices that couples market and grid models
and combines the inherent advantages of both model types.
Specifically, the algorithm is formulated as a linear optimiza-
tion problem that can be solved efficiently. It is tested for
a simple three node network where it is found to be stable
and convergent.

The method is currently implemented for a large-scale
case study to find an optimal power system infrastructure
development under the prescription of large shares of pho-
tovoltaics in Europe until 2050 by using a linear European
Electricity Market Model and a European Transmission
Network Model. Within this framework, it is analysed how
the cost-optimal European power system develops until 2030
(medium term) and 2050 (long term), and how enhanced
grid extensions help to cost-optimally deploy power from
photovoltaic (PV) installations in Europe. First results indi-
cate that - as expected - without grid extensions electricity
needs to be supplied more locally. However, the costs savings

enabled by optimal grid extensions is not as pronounced due
to strongly decreasing costs of renewable energy technolo-
gies that diminish the importance of local resource quality
(namely wind and solar radiation). Furthermore, it can be
observed that large-scale PV deployment calls for storage
devices in order to balance out the diurnal variations.

The approach presented in this paper could be further
developed in various directions, specifically with respect to
the market model that could be formulated as a different
class of optimization problem. The most interesting ones
would be:
• A mixed integer problem in order to formulate that only

multiples of available line configurations can be added.
• A non-linear optimization problem in order to avoid the

iteration.
• Further spatial disaggregation towards a nodal-pricing

regime in order to overcome the difficulty of having an
unequal number of nodes in the power flow and market
model.

Furthermore, it could be analysed numerically how gains in
social welfare can be created when switching from NTC to
flow-based market coupling all over Europe.
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M. Jäkel, B. Malfliet, C. Mestda, P. Noury, M. Pool, W. van den Reek,
M. Rohleder, P. Schavemaker, S. Scolari, O. Weis, and J. Wolpert.
(2012) Flow-based market coupling in the central western european
region - on the eve of implementation. Cigre.

[23] ENTSO-E, “Ten Year Network Development Plan 2012,” European
Network of Transmission System Operators for Electricity (ENTSO-
E), Tech. Rep., 2012.



 

ΦAbstract -- The increasing amount of Distributed Energy 
Resources (DER) components into distribution networks 
involves the development of accurate simulation models that 
take into account an increasing number of factors that 
influence the output power from the DG systems. This paper 
presents two simulation models: a PV system model using the 
single-diode four-parameter model based on data sheet values 
and a Vanadium Redox Battery (VRB) system model based on 
the efficiency of different components and the power losses. The 
unit models were implemented first in MATLAB/Simulink and 
the simulation results have been compared with the data sheet 
values and with the characteristics of the units. To point out the 
strong dependency on ambient conditions and to validate the 
simulation models a complex data processing subsystem model 
has also been developed. A PV and a VRB inverter models have 
also been developed and implemented in PowerFactory to study 
load flow, steady-state voltage stability and dynamic behavior 
of a distribution system. 
 

Index Terms--distributed energy resources-DER; distributed 
generation-DG; incidence and tilt angle; micro-grid; PV 
panels; solar radiation; state of charge (SOC);vanadium redox 
battery-VRB; 

I.   NOMENCLATURE 
A: diode quality factor; Ga: solar irradiance; I0, Isc: open 

circuit and short circuit currents; Impp, Pmpp, Vmpp: maximum 
power point of current, power and voltage; NOCT: nominal 
operating conditions; nps, ns, nsp: no. of panels in series, no of 
cells in series in one panel and no. of strings in parallel; Rs: 
series resistance; Ta, Tcell: ambient and cell temperature; Voc, 
VT: open circuit and junction thermal voltage; Ws: wind 
speed; α: solar altitude angle; αs: solar azimuth angle; αw: 
azimuth angle; β: panel tilt angle; βI: temperature coefficient 
for change in Isc; φ: location latitude; δ: solar declination 
angle; ω: mounting coefficient. 

II.   INTRODUCTION 
 enewable energy systems are expanding due to not 

only environmental aspect but also due to social, 
economical and political interest. The European Union 

is aiming at a specific CO2 reduction in the electricity sector 
in the near future (20% reduction by 2020).This will involve 
a significant growth of PV installation all over Europe 
resulting in a few hundred GW of capacity [1].  

The increased PV capacity will influence power system 
operation and design. Power supplied from a PV array 
depends mostly on present ambient conditions such as: 
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irradiation and temperature [2-5].  
PV output voltage changes mainly with temperature while 

PV output current changes mainly with irradiation. 
Therefore in order to develop a very precise simulation 
model the local wind speed and the solar radiation incidence 
angle, in terms of the slope and surface azimuth, should be 
considered [5]-[8].  

In order to determine the hourly incident radiation on a 
surface of any orientation it is necessary to evaluate the ratio 
of incident radiation on the tilted surface to that on a 
horizontal surface considering beam, sky diffuse and ground 
reflected radiation separately [3], [6], [9]. 

Increased distributed generation is becoming more 
important in the current power system and in the future it 
will rely more on distributed energy resources and micro-
grids. The flexible micro-grid has to be able to import/export 
energy from/to the grid, control the active and reactive 
power flows and manage of the storage energy [7], [10]. 

The battery package is an interesting option for storing 
excess energy from the hybrid grid (wind intermittency) for 
later use. It may also act as a peak shaving unit and thereby 
contribute to a stronger grid [13], [15]-[17]. 
This paper proposes the development of simulation tools to 
analyze and simulate power systems with renewable energy 
sources and electricity storage devices. The tools are based 
on models implemented first in MATLAB-Simulink and 
validated by measurements. The paper focuses on simulation 
models of a small-scale PV System and on a VRB system 
connected to a micro-grid and on improvements and 
validating it using experimental facility of an active and 
distributed power systems laboratory called SYSLAB. In 
order to find out the differences between DER components 
in power systems and to study the impact on bus voltage and 
frequency the systems have also been implemented in 
DIgSILENT PowerFactory. 

III.   DISTRIBUTED ENERGY SYSTEM ARCHITECTURE. 
EXPERIMENTAL FACILITY-SYSLAB 

SYSLAB is a laboratory for research in distributed 
control and smart grids with a high share of renewable 
energy production. Its experimental facility is a 
Wind/PV/Diesel Hybrid Mini-Grid with local storage and a 
novel control infrastructure. The facility is spread across 
three sites located several hundred meters apart, as can be 
seen in Fig. 1a).  

It includes two wind turbines (11kW and 55kW), a PV-
plant (7.8 kW), a diesel gen-set (48kW/60kVA), an 
intelligent office building with controllable loads (20kW), a 
number of loads (75kW, 3*36kW) and a Vanadium Battery 
of 15 kW/190 kWh. At each of the three sites there is a 
switchboard that allows the components installed at the site 
to be connected to either of two bus bars. The two bus bars 
at each site are connected to a crossbar switchboard allowing 
the flexible setup of the system(s) to be studied. The bus bars 
can be either connected to the national grid or can be part of 
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an isolated system. It allows components and systems to be 
in grid connected operation, island operation, or operation in 
parallel with wind turbine or PV-plant, as it is shown in Fig. 
1b). 

 

 
a)                                                     b) 

Fig. 1. a) SYSLAB Risø’s new laboratory for intelligent, active and 
distributed power systems and b) details about SYSLAB Micro-Grid 

architecture. 
 

The components are all connected in one distributed 
control and measurement system that enables very flexible 
setup with respect to experimental configuration. 

A.   PV Panel System 
The PV panels are mounted in three strings: two strings 

having 18 panels of 165 W each, and another one containing 
12 panels of 100 W [19]. The strings are connected to the 
SYSLAB grid through a three-phase PV inverter (SMA 
Sunny Tripower). 

From PV system two sets of data are provided. The first 
set consists of the ambient measurements from the weather 
station: solar irradiance on the horizontal, ambient 
temperature, and wind speed. The second set represents the 
electric measurements taken from the inverter: the AC 
output power to the grid, and on each PV string the DC 
power, voltage, and current. The two sets of data are read at 
different sampling frequencies: 1 Hz for the electrical and 
0.1 Hz for the ambient. These large sets of data are used to 
develop an accurate model of the existing PV setup and to 
validate it. 

B.   Energy Storage System 
The vanadium redox battery system installed in SYSLAB 

is connected to the grid via a four quadrant power converter 
and can deliver 15 kW on the AC side and the nominal 
storage capacity is 190 kWh. The battery can operate in two 
modes: P-Q mode (where the active and reactive power of 
the battery is set by the user) and U-f mode where the power 
is set according to the grid voltage and frequency and the 
pre-defined droop-curves [15]. 

C.   Data Acquisition and Control System 
The data acquisition and control system (hardware and 

software) is responsible for the supervision and control of 
the research platform for distributed intelligent energy 
systems with a high penetration of renewable energy. The 
supervisory software code was written in Java and is able to 
manage the data acquisition, processes the data and executes 
the control loop and outputs the control variables. The 
sensors outputs are connected to a signal conditioning board, 
which in turn is connected to the data acquisition (DAQ) 
board based on a PC (SCADA System). 

IV.   PV PANEL AND ARRAY MODELING 

A.   Modeling of the PV Panel 
To be able to develop an accurate PV panel model it is 

necessary to define the right equivalent circuit. This paper 
uses a single diode equivalent circuit for the PV model, 
described by a simple exponential function: 

( )1/)(
0 −⋅−= ⋅⋅+ Tss VnRiv

sc eIIi             (1) 
Manufacturers typically provide limited operational data 

for photovoltaic panels. These data are available only at 
standard rating conditions, for which the irradiance is 1000 
W/m2 and the cell temperature is 25 °C, except for the 
NOCT which is determined at 800 W/m2 and an ambient 
temperature of 20 °C. 

Equations for the short circuit current and the open circuit 
voltage as a function of absolute temperature ΔT include 
temperature coefficients that provide the rate of change with 
respect to temperature of the PV performance parameters, 
can be express as: 
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To complete the model it is also necessary to take into 
account the variation of the parameters with respect to 
irradiance: 

)1000/(25 ascsc GII ⋅=    (3) 
Using a four parameters model of a single diode 

equivalent circuit, the v-i characteristics for a solar panel 
string depending on irradiance and temperature has the 
following expressions: 

( ))1000//(1ln 25 ascspTspsocps GIniVnnVnv ⋅⋅−⋅⋅⋅+⋅=   (4) 

( ))/()(1 vnniRVnv
scsp

spssocpseIni ⋅⋅⋅+⋅−−⋅⋅=        (5) 
The equations (4) and (5) can be used to calculate the 

voltage and current over a string of panels. 
The model used to obtain the static characteristics of the 

PV panels has been developed in MATLAB using the 
equations presented above. The model was developed for 
one panel, as a function of irradiance and temperature. The 
model has as inputs Ga and Tcell on the panel and it sweeps 
the voltage range of the PV panel in order to calculate the 
output current and power. PV cells have nonlinear i-v and p-
v characteristics. Its output voltage and power change 
according to temperature and irradiation.  

Fig. 2 shows the typical characteristics for a PV model 
and also a comparison between PV technical characteristics 
from datasheet (on the left) and simulation results for one 
panel.  

 
a) 
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c) 

Fig. 2. Comparison between PV technical characteristics from datasheet 
(on the left) and simulation results for one panel. 

 

B.   Modeling of the PV Array 
A Matlab/Simulink model has been developed, based on 

the equations presented in the last section, in order to 
reproduce the electrical behavior of the existing PV strings at 
the SYSLAB experimental facility. The model has the 
temperature and the solar radiance on the panel as inputs and 
the AC power at the inverters’ grid side as output. 

For obtaining the maximum power of the panel strings, 
the condition (dp/dv=0) should be fulfilled. 

The block diagram implemented in Simulink that was 
developed to implement this model is depicted in Fig. 3. 

 

 
Fig. 3. PV string model implemented in Simulink. 

C.   Improvements and Validation of the Model 
Two types of measurements are taken from the 

experimental facility: ambient measurements from the 
weather station and electrical measurements taken from the 
inverter. All these measurements are implemented into our 
model using a subsystem called “Measurements”, as can be 
seen in Fig. 4. 

The three ambient measurements: ambient temperature, 
horizontal solar radiation, and wind speed are fed to a 
module/subsystem (called Data Processing in Fig. 4) that 
calculates the cell temperature of the PV panels and the solar 
radiation on them, which are the inputs for the PV models 
together with the number of panels in series, the number of 
cells in series and the number of strings in parallel. 

The simulation model, developed before in 
MATLAB/Simulink for one PV panel (Fig. 3), has been 
improved and modified for a PV array with three strings. A 
block diagram of the model can also be seen in Fig. 4. 

 

 
Fig. 4. Block diagram of the simulation model for PV array. 

 
    1)   Cell Temperature 

The cell temperature Tcell can be very different from the 
ambient temperature Ta and it depends on the solar 
irradiation Ga, Ta and also on the wind speed Ws. Solar 
irradiation acts on increasing Tcell and the wind speed has a 
cooling effect and lowers Tcell [3], [5]. 

If the PV panels are mounted in the regions with high 
wind potential (as in our case), the wind speed must be 
considered. The forced (wind) convection is large for high 
wind speeds and the cell temperature function takes the 
following form [5]: 

( ) asacell GWTT ⋅⋅+⋅+= )67.0/291.8/(32.0ω  (6) 
Where Ws is the wind speed measured on horizontal plane 

and ω is the mounting coefficient, which depends on the 
mounting conditions of the PV panels and can be expressed 
as: 

( )TSolarNoon Δ−⋅= 015ω    (7) 
The wind that produces the cooling effect through forced 

convection is the wind parallel to the panel surface; that is 
why the transformation Wsparallel = Ws/0.67 is used. 

For a better understanding on the influence of solar 
irradiance and wind speed on the cell temperature, a 
graphical representation of these values is depicted in Fig. 5. 
The differences in temperature of the PV cells according to 
different considerations are also presented.  

 

 
Fig. 5. Ambient measurements and  

their effect on the PV cell temperature. 
 
The solar irradiance has a high heating effect, at noon it 

can be seen a 30°C increase of cell temperature. Considering 
also the wind effect, the cell temperature is lowered, at noon, 
with 12°C. This change in temperature has an effect on the 
output power; as shown also in Fig. 2b). At each degree 
change in temperature, the efficiency modifies with 
approximately 0.44%: That means that if the temperature 
rises, the efficiency decreases and vice versa [20, 21]. 
    2)   Solar irradiance on the PV panel 

As shown in Fig. 2c), the solar radiance has influence 
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only on the current and implicitly on the output power of the 
PV panel, so the plots contain the effect of the change in the 
input solar irradiance, according to the ‘adaptation’ of the 
horizontal solar irradiance to the real case of the PV panel. 
The solar irradiance input to the model is the horizontal 
value measured from the weather station. This translates into 
substantial differences as can also be seen in Fig 5. 
          a)   Considering the tilt angle of the PV panels 

The PV panels from SYSLAB are tilted at β=60°. For 
introducing this factor into the model, the declination angle 
(δ) has to be defined. The declination angle is the angular 
position of the sun at solar noon with respect to the plane of 
the equator. Its value is given by [6]: 

( ))25.365/284360sin(45.23 n+⋅⋅=δ    (8) 
Where 23.45 is the Tropic of Cancer latitude. For this 

equation, the days are numbered from the spring equinox 
(day 81) and using the fact that sin is a periodic function, 
365-81=284. 

The relation between solar irradiance on horizontal plane 
Ghoriz and the solar irradiance on a tilted panel, facing south 
is [6]: 

)sin(/))sin(( αβα +⋅= horizpanel GG    (9) 
In which α = 90-φ+δ. 
From this equation it is clear that the ratio between the 

solar irradiance on the PV panel and the one on the 
horizontal changes during the year, as the earth orbits the 
sun and the declination angle changes with every day. The 
day number of the considered day for the simulation has to 
be an input for the model [20]. 
          b)   Considering the orientation of the PV panels 

For estimating the solar irradiance for a non facing south 
PV panel from a facing south PV, which the model 
calculates at this stage, some additional relations have to be 
introduced, such as: solar hour angle, equation of time and 
daylights saving time [3]. For calculating the solar 
irradiation on the PV panels from the solar radiation on a 
tilted panel, calculated at stage 2 (Fig. 6b), a correction 
factor was defined as: 

)cos(/)cos( deviationGcorr −= ωω   (10) 
In addition to the day’s number in the year, the model has 

to be provided with the local time, as of this 130 deviation, 
the solar irradiance on the PV panel has a nonlinear variation 
from the measured horizontal solar irradiation according to 
the position of the sun on the sky in each moment of the day 
(Fig. 6c).  

In Fig. 6 are presented the simulation results versus 
measurements at different stages of the modeling. These 
Figures also shows the importance of several factors that 
have to be taken in consideration, especially PV panel tilt 
angle and orientation.  

In Fig. 6 a) is shown a comparison between measured and 
simulated output power without considering wind speed 
effect or any improvements. 

Fig. 6 b) shows the same wave form for output power, 
with the same peak values, and the same changes in power 
due to shading effect in a synchronous manner. The 
simulation has a delay of around 50 minutes. This is the 
effect of the PV panels’ orientation, which have a 13° 
deviation from the E-W axis.  

Considering the tilt angle and orientation, the influence of 
solar irradiance and wind speed on the cell temperature the 
measurements and simulations are almost identically, as can 

be seen in Fig. 6 c). 

 
a) 

 
b) 

 
c) 

Fig. 6. Solar irradiance adaptation steps. 

V.   VRB MODEL IMPLEMENTED IN MATLAB-SIMULINK 
AND VALIDATED BY MEASUREMENTS 

A.   VRB Modeling and Implementation 
The VRB model has been developed in 

MATLAB/Simulink and is based on the power balance 
between the input and the stored power considering the 
efficiency of different components and the power losses, as 
it is shown in Fig. 7. These characteristics of the battery 
have been computed based experiments by measuring 
different electric values at different loads and SOC levels 
[15]. 

The simulation model of the battery system contains four 
subsystems: the power converter, the cell stacks, the energy 
storage, voltage limitation and the auxiliaries, as it is 
depicted in Fig. 7 b). 

 
a) 

 
b) 

Fig. 7 a) Schematic drawing of the battery system (the red arrows 
indicate losses from the different parts of the system) and b) Simulink 

implementation. 
The power converter was modeled using a look-up table 

with the efficiency of the AC-DC converter in charge and 
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discharge operation modes.  
The efficiency of the cell stacks was implemented as a 

function of the DC power at different SOC levels, when the 
battery was running in stable conditions during 
charge/discharge modes. 

The total power available is related to the electrode area 
in the cell stacks and the total energy stored in the VRB 
depends on both the SOC and the amount of active chemical 
substances. The actual energy stored in the battery is defined 
as: 

dtPEE cellbattbatt ⋅+= ∫0    (11) 

Where Ebatt0 is the initial energy stored in the battery and 
Pcell is the charge/discharge power at the electrolyte side. 

The state of charge (SOC) is defined as the amount of 
energy stored in the battery (Ebatt) divided by the total energy 
capacity ET: 

Tbatt EESOC /=    (12) 
The energy storage subsystem was implemented based on 

(11) and (12) having as output Ebat and SOC. 
For a vanadium battery the auxiliary power consumption 

is significant since the electrolyte has to be circulated for the 
battery to be operational. The power of the auxiliaries 
(control system, pumps, etc.) can be derived from the 
measured AC power of the battery and the total power flow 
over the bus (when only the battery is connected). When the 
battery is off, the power consumption (for the control PC and 
the displays) is 235W. When the battery is on and the pumps 
are running the power consumption is between 1.1 and 1.6 
kW depending on the AC power. The auxiliary block has 
also been modeled by a look-up table considering 
experimental data from [15]. 

The voltage limitation block has two functionalities: to 
calculate the DC side voltage of the converter and to 
calculate the AC limit power according to the SOC. The 
power input is physically limited and at high SOC values, 
the converter is not able to receive the prescribed power, but 
a limited one. Also the subsystem contains an empirical 
relation between the SOC and the voltage across the 
electrolyte (Vcell), also implemented by a look-up table based 
on experiments. 

B.   Comparison between simulation and measurements 
In order to validate the simulation model, measurements 

were taken from the DAQ board of the VRB, fed into the 
model and verifying the output values of the battery and of 
the model.  

The following experiment for a time scale of 36 hours 
was considered: starting from a SOC=93.5% the battery was 
discharged with a constant power PAC=15kW, until 
SOC=18%. Then a charge sequence was considered from 
SOC=14% until the level of SOC=87% at PAC=10kW.  

A comparison between simulations and measurements of 
SOC level and DC Voltage is presented in Fig. 8. As can be 
seen it is a very small difference between graphics, which 
means that the simulation model developed can be an 
accurate tool for studying and analyzing the characteristics 
of the energy storage system in a distributed network. 

 
a)                                                     b) 

Fig. 8. Comparison between simulations and measurements: a) State of 
Charge sequence-SOC and b) DC Voltage-Vdc versus time. 

VI.   SIMULATION MODEL OF DER COMPONENTS DEVELOPED 
IN POWERFACTORY FOR DISTRIBUTION NETWORKS 

Computer models of power systems are widely used by 
power system utilities to study load flow, steady-state 
voltage stability and dynamic and transient behavior of 
power system. 

DIgSILENT PowerFactory has been chosen because 
provides the ability to simulate load flow, RMS fluctuations 
in the same software environment. It provides a 
comprehensive library of models for electrical components 
in the power system [18]. 

The dynamic models of the PV System and VRB system 
implemented in PowerFactory has been built with standard 
components library and are based on the same equations 
used for MATLAB/Simulink models presented before.  

The blocks of the PV system (Fig. 9b), such as: PV 
model, DC-Link and controller of the Static Generator and 
of the VRB system (Fig. 9c), such as: battery model, charge 
and P-Q controllers are implemented in the dynamic 
simulation language DSL of DIgSILENT. DSL allows the 
user to implement specific models that are not standard in 
the DIgSILENT library and thus to create own developed 
blocks either as modifications of existing models or as 
completely new models. The internal simulation language 
DSL has also been used to define the PV and VRB 
characteristics and to initialize the parameters and variables 
of the models. 

Fig. 9 a) shows a single line diagram of the SYSLAB 
architecture implemented in PowerFactory. For load flow 
analysis, also shown in Fig. 9 a), the local voltage controller 
could be set to three different modes: cosφ, V and droop. For 
RMS and EMT simulations the static generator supports two 
different models: current source and voltage source models. 
In our case we use a current source model which has as 
inputs d-q axis reference current coming from the controller 
and cosref and sinref signals from a PLL model. 

Fig. 9 b) shows the schematic structure of the PV System 
model, developed for time-domain simulations where a DSL 
model is required, including Photovoltaic Model, DC-Link 
Model, PLL block and Static Generator with its Controller. 
The Static Generator is an easy to use model of any kind of 
static (non rotating) generators. Applications are PV 
Generators, Storage devices, wind generators etc. The PV 
system frame also contains the measurements blocks used as 
inputs for different components of the model. For instance, 
the Photovoltaic Model has as inputs irradiation G and cell 
temperature tempCell, obtained from MATLAB-Simulink 
model considering the tilt angle, orientation and the 
influence of solar irradiation and wind speed on the cell 
temperature, implemented as a look-up table, as can be seen 
in Fig. 10a). Also the MPP of current, power and voltage as 
a function of time for one module are shown. 

2074



 

In Fig. 9 c) it is shown the VRB system block diagram 
developed for time-domain simulations (RMS and EMT). 
The battery energy storage system contains the model of 
VRB, developed in DSL using the same equations like in 
Simulink model presented in the last section and the 
charge/discharge controller which takes in consideration the 
SOC level of the battery, DC current and voltage of the cell 
stacks and provides the current set-point for the inverter. 
Also, to study the system stability the frequency and power 
controllers have been implemented.  

In order to validate the simulation model developed in 
PowerFactory and to compare the results with MATLAB-
Simulink model, the same measurements have been used 
like in the last section when we compare the results of 
Simulink model with experiments (Fig. 8).  

As can be seen in Fig. 11 a) the simulation results of DC 
Voltage and Power for different SOC level are similar. Also, 
to point out the accuracy of the simulation model developed 
in PowerFactory in Fig. 11 b) is depicted a comparison 
between simulated and measured SOC level. 
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c) 

Fig. 9. a) Single line diagram of SYSLAB configuration, b) schematic 
block diagram of the PV system model and c) VRB system 

implemented in PowerFactory. 
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b) 

Fig. 10. Simulation results of the PV system model, a) and a comparison 
between simulations and measurements, b). 

 

 
a) 

 
b) 

Fig. 11. Simulation results of the VRB system model, a) and a 
comparison between simulated and measured SOC level, b). 
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VII.   CONCLUSIONS 
This paper proposes the development and implementation 

of simulation tools to analyze and simulate power systems 
with renewable energy sources and electricity storage. The 
tools are based on models validated by measurements. 

A four-parameter model of a PV panel and a PV system, 
implemented in MATLAB/Simulink, using data provided by 
the manufacturer with semi-empirical equations to predict 
the PV characteristics for any condition. The PV 
characteristics are modeled according to a single diode four 
parameter equivalent circuit and according to PV parameters 
values taken from the manufacturer technical data.  

The paper also proposes a data processing simulation 
model that relies on ambient data from a local weather 
station, like most common in a real situation, not from 
sensors mounted on the PV panels. The model calculates the 
cell temperature and the solar irradiance on the PV panels 
considering, among others, the tilt angle, the orientation of 
the panels, and the wind cooling effect. The paper shows that 
these factors significantly influence the power output from 
the PV panels. 

The VRB system model has been developed and 
implemented first in MATLAB-Simulink considering the 
efficiency and the power losses of different components. The 
characteristics of the battery have been computed based 
experiments by measuring electrical parameters at different 
loads and SOC levels. 

Comparison with experimental data, acquired by SCADA 
system and processed by MATLAB, and with the 
characteristics of the PV panels and VRB, provided by 
manufacturers, has shown that the models implemented in 
MATLAB/Simulink can be an accurate simulation tool to 
study and analyze the characteristics of individual units and 
for the prediction of energy production with energy storage 
systems.  

A PV system model and a VRB system model, using the 
same equations and parameters as in MATLAB/Simulink 
has also been developed and implemented in PowerFactory 
to study load flow, steady-state voltage stability and 
dynamic behavior of a distributed power system. Also, the 
simulation results have shown a good similarity between 
both tools. 
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Abstract-This paper presents a PV panel simulation model 
using the single-diode four-parameter model based on data 
sheet values. The model was implemented first in 
MA TLAB/Simulink, and the results have been compared 
with the data sheet values and characteristics of the PV 
panels in standard test conditions. Moreover to point out the 

strong dependency on ambient conditions and its influence 
on array operation and to validate simulation results with 
measured data a complex model has also been developed. A 
PV inverter model, using the same equations and 

parameters as in MATLAB/Simulink has also been 
developed and implemented in PowerFactory to study load 
flow, steady-state voltage stability and dynamic behavior of 
a distributed power system. 

I. INlRODUCTION 

Renewable energy systems are expanding due to not 
only environmental aspect but also due to social, 
economical and political interest. The European Union is 
aiming at a specific CO2 reduction in the electricity sector 
in the near future (20 % reduction by 2020).This will 
involve a significant growth of PV installation all over 
Europe resulting in a few hundred Giga watts of capacity 
[I]. 

The increased PV capacity will influence power system 
operation and design. Power supplied from a PV array 
depends mostly on present ambient conditions such as: 
irradiation and temperature [2-5]. 

PV output voltage changes mainly with temperature 
while PV output current changes mainly with irradiation. 
Therefore in order to develop a very precise simulation 
model the local wind speed and the solar radiation 
incidence angle, in terms of the slope and surface azimuth, 
should be considered [5-8]. 

In order to determine the hourly incident radiation on a 
surface of any orientation it is necessary to evaluate the 
ratio of incident radiation on the tilted surface to that on a 
horizontal surface considering beam, sky diffuse and 
ground reflected radiation separately [3], [6], [9]. 

Increased distributed generation is becoming more 
important in the current power system and in the future it 
will rely more on distributed energy resources and micro­
grids. The flexible micro-grid has to be able to 
import/export energy from/to the grid, control the active 
and reactive power flows and manage of the storage 
energy [7, 10, and 14]. 

This paper focuses on the simulation models of a small­
scale PV System connected to a distributed network and 
on improvements and validating it using experimental 

facility of an active and distributed power systems 
laboratory. In order to find out the differences between 
DER components in power systems and to study the 
impact on bus voltage and frequency the system has also 
been implemented in PowerFactory. 

II. DISTRIBUTED ENERGY SYSTEM ARClllTECTURE. 

EXPERIMENTAL FACILITY 

The experimental system is a laboratory for research in 
distributed control and smart grids with a high share of 
renewable energy production. Its experimental facility is a 
WindIPV!Diesel Hybrid Mini-Grid with local storage and 
a novel control infrastructure. The facility is spread across 
three sites located several hundred meters apart. 

It includes two wind turbines (11kW and 55kW), a PV­
plant (7.8 kW), a diesel gen-set (48kW/60kVA), an 
intelligent office building with controllable loads (up to 
20kW), a number of loads (75 kW, 3*36 kW) and a 
Vanadium Battery of 15 kW/190 kWh. 

At each of the three sites there is a switchboard that 
allows the components installed at the site to be connected 
to either of two bus bars. The two bus bars at each site are 
connected to a crossbar switchboard allowing the flexible 
setup of the system(s) to be studied. The bus bars can be 
either connected to the national grid or can be part of an 
isolated system. It allows components and systems to be 
in grid connected operation, island operation, or operation 
in parallel with wind turbine or PV -plant. 

A. PVPanels 

The PV panels are mounted in three strings: two strings 
having 18 panels of 165 W each, and another one 
containing 12 panels of 100 W. The strings are connected 
to the grid through a three-phase PV inverter. 

B. Data Acquisition and Control System 

The data acquisition and control system (hardware and 
software) is responsible for the supervision and control of 
the research platform for distributed intelligent energy 
systems with a high penetration of renewable energy. The 
supervisory software code was written in Java and is able 
to manage the data acquisition, processes the data and 
executes the control loop and outputs the control 
variables. The sensors outputs are connected to a signal 
conditioning board, which in turn is connected to the data 
acquisition (DAQ) board based on a PC (SCADA 
System). 
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III. PV PANEL AND ARRAy MODELING 

A. Modeling of the PV Panel 

This paper uses a single diode equivalent circuit for the 
PV model, described by a simple exponential function: 

i = Ise -10, (e(V+i.R,)/n"vr -I) (1) 

In which Ise and 10 are the short-circuit and open-circuit 
currents, R. is the cell series resistance, I1s is the number of 
cells in the panel connected in series and V T represents the 
junction thermal voltage which includes the diode quality 
factor, the Boltzmann's constant, the temperature at STC 
and the charge of the electron. 

Manufacturers typically provide limited operational 
data for photovoltaic panels. These data are available only 
at standard rating conditions, for which the irradiance Go 
is 1000 W/m

2 
and the cell temperature Teell is 25 °C 

except for the NOCT which is determined at 800 W/m
2 

and an ambient temperature To of 20 °C. 

Equations for the short circuit current Ise and the open 
circuit voltage Voc as a function of absolute temperature 
t;,. T include temperature coefficients that provide the rate 
of change with respect to temperature of the PV 
performance parameters, can be express as: 

Ise = Isc2s . (I + PI 
. �T) 

Voc = Voc2S • (I + Z' �T) (2) 

�T = �ell-To 
To complete the model it is also necessary to take into 

account the variation of the parameters with respect to 
irradiance: 

Isc=Isc2S·(Ga/lOOO) (3) 

Using a four parameters model of a single diode 
equivalent circuit, the v-i characteristics for a solar panel 
string depending on irradiance and temperature has the 
following expressions: 

v=nps '�e +nps ·ns·Vr .1n(l-i/(nsp . Ise2S .Go/IOO�) 
(4) 

(5) 

The equations (4) and (5) can be used to calculate the 
voltage and current over a string of panels. 

The model used to obtain the static characteristics of the 
PV panels has been developed in MA TLAB using the 
equations presented above. The model was developed for 
one panel, as a function of irradiance and temperature. 
The model has as inputs Go and Tee/l on the panel and it 
sweeps the voltage range of the PV panel in order to 
calculate the output current and power. PV cells have 
nonlinear i-v and p-v characteristics. Its output voltage 
and power change according to temperature and 
irradiation. 

Fig. 1 shows the typical characteristics for a PV model 
and also a comparison between PV technical 
characteristics from datasheet (on the left) and simulation 
results for one panel. 
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Fig. I. Comparison between PV technical characteristics from 
datasheet (on the left) and simulation results for one panel. 

B. Modeling of the PV Array 

A MA TLAB/Simulink model has been developed, 
based on the equations presented in the last section, in 
order to reproduce the electrical behavior of the existing 
PV strings at the experimental system. The model has the 
temperature and the solar radiance on the panel as inputs 
and the AC power at the inverters' grid side as output. 

For obtaining the maximum power of the panel strings, 
the condition (dp/dv=O) should be fulfilled. 

The block diagram implemented in Simulink that was 
developed to implement this model is depicted in Fig. 2. 

NtM .... ,.... ..... 
011111. r "�i !l�,' ',""�III"I1141 

L----lf1!o-----' 

Fig. 2. PV string model implemented in Simulink 
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C. Improvements of the Model 

Two types of measurements are taken from the 
experimental facility: ambient measurements from the 
weather station and electrical measurements taken from 
the inverter. 

The three ambient measurements: ambient temperature, 
horizontal solar radiation, and wind speed are fed to a 
module that calculates the cell temperature of the PV 
panels and the solar radiation on them. 

1) Cell Temperature 
The cell temperature Tee/l can be very different from the 

ambient temperature Ta and it depends on the solar 
irradiation Ga, Ta and also on the wind speed Ws. Solar 
irradiation acts on increasing Tee/l and the wind speed has a 
cooling effect and lowers Tee/l [3], [5]. 

If the PV panels are mounted in the regions with high 
wind potential (as in our case), the wind speed must be 
considered. The forced (wind) convection is large for high 
wind speeds and the cell temperature function takes the 
following form [5]: 

1;,e/l =7;. +m·(0.32/(8.91+2 .W, IO.67»)·Ga (6) 

Where OJ is the mounting coefficient, which depends on 
the mounting conditions of the PV panels and Ws is the 
wind speed measured on horizontal plane. 

The wind that produces the cooling effect through 
forced convection is the wind parallel to the panel surface; 
that is why the transformation w.para/lel = W)0.67 is used. 

For a better understanding on the influence of solar 
irradiance and wind speed on the cell temperature, a 
graphical representation of these values is depicted in Fig. 
3. The differences in temperature of the PV cells 
according to different considerations are also presented. 

2) Solar irradiance on the PV panel 
The solar radiance has influence only on the current and 

implicitly on the output power of the PV panel, so the 
plots contain the effect of the change in the input solar 
irradiance, according to the 'adaptation' of the horizontal 
solar irradiance to the real case of the PV panel. 
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Fig. 3. Ambient measurements and their effect on the PV cell 
temperature. 

The solar irradiance input to the model is the horizontal 
value measured from the weather station. This translates 
into substantial differences as can also be seen in Fig 3. 

D. Simulation and validation of the array model 

The simulation model, developed before in 
MA TLAB/Simulink for one PV panel, has been improved 
and modified for a PV array with three strings. A block 
diagram of the model can be seen in Fig. 4. 

The PV array model is based on the equations (1-3). 
These equations represent the PV characteristics taking 
1Oto account the no. of strings in parallel and the no. of 
panels in series. 

In Fig. 5 are presented the simulation results versus 
measurements at different stages of the modeling. These 
Figures also shows the importance of several factors that 
have to be taken in consideration, especially PV panel tilt 
angle and orientation. 

. 
Fig. 5 b) shows the same wave form for output power, 

with the same peak values, and the same changes in power 
due to shading effect in a synchronous manner. The 
simulation has a delay of around 50 minutes. This is the 
effect of the PV panels' orientation, which have a 13° 
deviation from the E-W axis. 

Considering the tilt angle and orientation, the influence 
of solar irradiance and wind speed on the cell temperature 
the measurements and simulations are almost identically, 
as can be seen in Fig. 5 c). 

Fig. 4. Block diagram of the simulation model for PV array. 
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Fig. 5. Solar irradiance adaptation steps. 

IV . SIMULATION MODEL OF THE PV SYSTEM 

DEVELOPED IN POWERF ACTORY FOR DISTRIBUTION 

NETWORKS 

Computer models of power systems are widely used by 
power system utilities to study load flow, steady-state 
voltage stability and dynamic and transient behavior of 
power system. 

DIgSILENT PowerFactory has been chosen because 
provides the ability to simulate load flow, RMS 
fluctuations in the same software environment. It 
provides a comprehensive library of models for electrical 
components in the power system [14]. 

The dynamic model of the PV System implemented in 
PowerFactory has been built with standard components 
library and is based on the same equations used for 
MATLAB/Simulink model presented before. 

The blocks of the PV model, DC-Link and controller 
of the Static Generator are implemented in the dynamic 
simulation language DSL of DIgSILENT. DSL allows 
the user to implement specific models that are not 
standard in the DIgSILENT library and thus to create 
own developed blocks either as modifications of existing 
models or as completely new models. The internal 
simulation language DSL has also been used to define the 
PV characteristics and to initialize the parameters and 
variables of the model. 

Fig. 6 a) shows a single line diagram of the laboratory 
architecture implemented in PowerFactory. 

Fig. 6 b) shows the schematic structure of the PV 
System model, developed for time-domain simulations 

where a DSL model is required, including Photovoltaic 
Model, DC-Link Model, PLL block and Static Generator 
with its Controller. The Static Generator is an easy to use 
model of any kind of static (non rotating) generators. The 
common characteristic of these generators is that they are 
all connected to the grid through a static converter. 
Applications are PV Generators, Storage devices, wind 
generators etc. 

On the basic date tab of the single line diagram it is 
possible to set up the number of parallel generators and 
the power ratings of one PV panel. 

For load flow analysis, also shown in Fig. 6 a), the 
local voltage controller could be set to three different 
modes: cos<p, V and droop. 

For RMS and EMT simulations the static generator 
supports two different models: controlled current and 
voltage source models. In our case we use a controlled 
current source model which has as inputs d-q axis 
reference current coming from the controller and d-q 
reference angles (cosref and sinrej) from a PLL built-in 
model. 

Photovoltaic Model has as inputs irradiation G and cell 
temperature tempCell, obtained from MATLAB-Simulink 
model considering the tilt angle, orientation and the 
influence of solar irradiation and wind speed on the cell 
temperature (Fig. 4), implemented as a look-up table, as 
can be seen in Fig. 7. Also the MPP of current, power and 
voltage as a function of time for one module are shown. 

a) 

f1aTe PVSy''': 

b) 
Fig. 6. a) Single line diagram of SYSLAB configuration 

implemented in PowerFactOIY and b) schematic block diagram of the 
PV system model. 
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Fig. 7. Simulation results of the PV system model implemented in PowerFactory 

V. CONCLUSIONS 

This paper proposes a four-parameter model of a PV 
panel and a PV system, implemented in 
MATLAB/Simulink, using data provided by the 
manufacturer with semi-empirical equations to predict the 
PV characteristics for any condition. PV characteristics 
are modeled according to a single diode four parameter 
equivalent circuit and PV parameters values taken from 
the manufacturer technical data. 

The paper also proposes a model that relies on ambient 
data from a local weather station, like most common in a 
real situation, not from sensors mounted on the PV panels. 
The model calculates the cell temperature and the solar 
irradiance on the PV panels considering, among others, 
the tilt angle, the orientation of the panels, and the wind 
cooling effect. The paper shows that these factors 
significantly influence the power output from the PV 
panels. 

Comparison with experimental data, acquired by 
SCADA system and processed by MA TLAB, and with the 
characteristics of the PV panels, provided by 
manufacturers, has shown that the model implemented in 
MA TLAB/Simulink can be an accurate tool for the 
prediction of energy production. 

A PV system model, using the same equations and 
parameters as in MA TLAB/Simulink to define the PV 
module and characteristics, has also been developed and 
implemented in PowerFactory to study load flow, steady­
state voltage stability and dynamic behavior of a 
distributed power system. 

A comparison between both simulation models, 
implemented in MATLAB/Simulink and PowerFactory, 
has shown a good similarity. That means that this work 
can be used for further development of tools for DER 
components in a distributed network. 
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Abstract- The increasing amount of DER components into 
distribution networks involves the development of accurate 
simulation models that take into account an increasing number of 
factors that influence the output power from the DG systems. 
This paper presents two simulation models: a PV panel model 
using the single-diode four-parameter model based on data sheet 
values and a VRB system model based on the efficiency of 
different components and the power losses. The models were 
implemented first in MATLAB/Simulink and the results have 
been compared with the data sheet values and with the 
characteristics of the units. Moreover to point out the strong 
dependency on ambient conditions and its influence on array 
operation and to validate simulation results with measured data a 
complex model has also been developed. A PV inverter model 
and a VRB inverter model, using the same equations and 
parameters as in MATLAB/Simulink, has also been developed 
and implemented in PowerFactory to study load flow, steady-
state voltage stability and dynamic behavior of a distribution 
power system. 

I. INTRODUCTION 
Renewable energy systems are expanding due to not only 
environmental aspect but also due to social, economical and 
political interest. The European Union is aiming at a specific 
CO2 reduction in the electricity sector in the near future (20% 
reduction by 2020).This will involve a significant growth of 
PV installation all over Europe resulting in a few hundred 
Giga watts of capacity [1].  

The increased PV capacity will influence power system 
operation and design. Power supplied from a PV array 
depends mostly on present ambient conditions such as: 
irradiation and temperature [2-5].  
PV output voltage changes mainly with temperature while PV 
output current changes mainly with irradiation. Therefore in 
order to develop a very precise simulation model the local 
wind speed and the solar radiation incidence angle, in terms of 
the slope and surface azimuth, should be considered [5-8].  

In order to determine the hourly incident radiation on a surface 
of any orientation it is necessary to evaluate the ratio of 
incident radiation on the tilted surface to that on a horizontal 
surface considering beam, sky diffuse and ground reflected 
radiation separately [3], [6], [9]. 
Increased distributed generation is becoming more important 
in the current power system and in the future it will rely more 
on distributed energy resources and micro-grids. The flexible 
micro-grid has to be able to import/export energy from/to the 
grid, control the active and reactive power flows and manage 
of the storage energy [7], [10]. 
The battery package is an interesting option for storing excess 
energy from the hybrid grid (wind intermittency) for later use. 
It may also act as a peak shaving unit and thereby contribute 
to a stronger grid [13], [15-17]. 

This paper proposes the development of simulation tools to 
analyze and simulate power systems with renewable energy 
sources and electricity storage devices. The tools are based on 
models implemented first in MATLAB-Simulink and 
validated by measurements. The paper focuses on simulation 
models of a small-scale PV System and on a VRB system 
connected to a micro-grid and on improvements and validating 
it using experimental facility of an active and distributed 
power systems laboratory. In order to find out the differences 
between DER components in power systems and to study the 
impact on bus voltage and frequency the systems have also 
been implemented in PowerFactory. 
 

II. DISTRIBUTED ENERGY SYSTEM ARCHITECTURE. 
EXPERIMENTAL FACILITY-SYSLAB 

SYSLAB is a laboratory for research in distributed control and 
smart grids with a high share of renewable energy production. 
Its experimental facility is a Wind/PV/Diesel Hybrid Mini-
Grid with local storage and a novel control infrastructure. The 
facility is spread across three sites located several hundred 
meters apart, as can be seen in Fig. 1a).  
It includes two wind turbines (11kW and 55kW), a PV-plant 
(7.8 kW), a diesel gen-set (48kW/60kVA), an intelligent office 
building with controllable loads (20kW), a number of loads 
(75kW, 3*36kW) and a Vanadium Battery of 15 kW/190 
kWh. At each of the three sites there is a switchboard that 
allows the components installed at the site to be connected to 
either of two bus bars. The two bus bars at each site are 
connected to a crossbar switchboard allowing the flexible 
setup of the system(s) to be studied. The bus bars can be either 
connected to the national grid or can be part of an isolated 
system. It allows components and systems to be in grid 
connected operation, island operation, or operation in parallel 
with wind turbine or PV-plant, as it is shown in Fig. 1b). 
The components are all connected in one distributed control 
and measurement system that enables very flexible setup with 
respect to experimental configuration. 
 

 
a)                                                      b) 

Fig. 1. a) SYSLAB Risø’s new laboratory for intelligent, active and 
distributed power systems and b) details about SYSLAB Micro-Grid 

architecture. 
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PV Panel System 
The PV panels are mounted in three strings: two strings 
having 18 panels of 165 W each, and another one containing 
12 panels of 100 W. The strings are connected to the SYSLAB 
grid through a three-phase PV inverter (SMA Sunny 
Tripower). 
Two sets of data are provided by PV system. The first set 
consists of the ambient measurements from the weather 
station: solar irradiance on the horizontal, ambient 
temperature, and wind speed. The second set represents the 
electric measurements taken from the PV inverter: the AC 
output power to the grid, and on each PV string the DC power, 
voltage, and current. The two sets of data are read at different 
frequencies: 1 Hz for the electrical and 0.1 Hz for the ambient.  
These large sets of data are used to develop an accurate model 
of the existing PV setup and to validate it. 

Energy Storage System 
The Vanadium Redox Battery (VRB) system installed in 
SYSLAB is connected to the grid via a four quadrant power 
converter and can deliver 15 kW on the AC side and the 
nominal storage capacity is 190 kWh.  
The battery can operate in two modes: P-Q mode (where the 
active and reactive power of the battery is set by the user) and 
U-f mode where the power is set according to the grid voltage 
and frequency and the pre-defined droop-curves. 

A. Data Acquisition and Control System 
The data acquisition and control system (hardware and 

software) is responsible for the supervision and control of the 
research platform for distributed intelligent energy systems 
with a high penetration of renewable energy. The supervisory 
software code was written in Java and is able to manage the 
data acquisition, processes the data and executes the control 
loop and outputs the control variables. The sensors outputs are 
connected to a signal conditioning board, which in turn is 
connected to the data acquisition (DAQ) board based on a PC 
(SCADA System).  

 
III. PV PANEL AND ARRAY MODELING  

A. Modeling of the PV Panel  
To be able to develop an accurate PV panel model it is 
necessary to define the right equivalent circuit. This paper 
uses a single diode equivalent circuit for the PV model as it is 
shown in Fig. 2, and which is described by a simple 
exponential function: i ൌ I୮୦ െ I଴ ቆe౬శ౟R౩౤౩VT െ 1ቇ      (1) 

 
The double diode model is considered, by many researchers, 
to be more accurate than the single diode model; the latter one 
is blamed for being imprecise particularly at low irradiance 
levels. 

 

Fig. 2. Equivalent circuit of a PV cell. 

However, it has been found out that when it was used for 
modeling the behavior of many interconnected modules, the 
single diode model is preferred by many of the authors in the 
literature [5], [11]. 
A solar cell can be characterized by the following fundamental 
parameters: 
a) Short circuit current: Iph=Isc. It is the greatest value of the 
current generated by a cell. It is produced under short circuit 
conditions when V=0.  
b) 0pen circuit voltage corresponds to the voltage drop across 
the diode (p-n junction), when it is traversed by the 
photocurrent Iph (namely ID=Iph), namely when the generated 
current is I=0. It reflects the voltage of the cell and it can be 
mathematically expressed as:  V୭ୡ ൌ KBTౙA୯ ln ቀI౦౞Iబ ቁ ൌ VTln ቀI౦౞Iబ ቁ     (2) 
c) Maximum power point is the operating point, at which the 
power dissipated in the resistive load is maxim: Pmax=ImaxUmax.  
d) Maximum efficiency is the ratio between the maximum 
power and the incident light power:  

η ൌ Pౣ౗౮P౟౤ ൌ Iౣ౗౮Vౣ౗౮ AG౗                              (3) 
e) Fill factor is the ratio of the maximum power that can be 
delivered to the load and the product of Isc and Voc:  FF ൌ Pౣ౗౮V౥ౙI౩ౙ ൌ Vౣ౗౮Iౣ౗౮V౥ౙI౩ౙ                        (4) 
 
Manufacturers typically provide limited operational data for 
photovoltaic panels. These data are available only at standard 
rating conditions, for which the irradiance is 1000 W/m2 and 
the cell temperature is 25 °C, except for the NOCT which is 
determined at 800 W/m2 and an ambient temperature of 20 °C. 
It is known that the temperature and irradiance play a central 
role in PV conversion process since it affects basic electrical 
parameters, such as the voltage and the current of the PV 
generator. As a consequence, the operating temperature of a 
PV device represents a fundamental variable which directly 
affects the electrical power output of the device and its 
efficiency.   
Equations for the short circuit current and the open circuit 
voltage as a function of absolute temperature include 
temperature coefficients that provide the rate of change with 
respect to temperature of the PV performance parameters, can 
be express as: ܫௌ஼ ൌ ௌ஼ଶହ(1ܫ ൅ β ∆ܶ) ைܸ஼ ൌ ைܸ஼ଶହ(1 ൅ χ∆ܶ)          (5) ∆ܶ ൌ ܶ஼(Ԩ) െ 25° 
To complete the model it is also necessary to take into account 
the variation of the parameters with respect to irradiance: ISC ൌ ISCଶହ G౗ଵ଴଴଴                         (6) 
Using a four parameters model of a single diode equivalent 
circuit, the v-i characteristics for a solar panel string 
depending on irradiance Ga and temperature Tc, has the 
following expressions: v ൌ n୮ୱVOC ൅ n୮ୱnୱVTln ቆ1 െ ୧୬౩౦ISCమఱ G౗భబబబቇ…..(7) 

 i ൌ nୱ୮Iୱୡ ቆ1 െ e౬ష౤౦౩VOCశR౩౟౤౦౩౤౩VT ቇ        (8) 
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These equations can be used to calculate the voltage and 
current over a string of panels. 
The model used to obtain the static characteristics of the PV 
panels has been developed in MATLAB using the equations 
presented above. The model was developed for one panel, as a 
function of irradiance and temperature. The model has as 
inputs the solar irradiance Ga and the cell temperature Tc on 
the panel and it sweeps the voltage range of the PV panel in 
order to calculate the output current and power. 
PV cells have nonlinear i-v and p-v characteristics. Its output 
voltage and power change according to temperature and 
irradiation.  
Fig. 3 shows the typical characteristics for a PV model and 
also a comparison between PV technical characteristics from 
datasheet (on the left) and simulation results for one panel. 
 

B. Modeling of the PV Array 
A Matlab/Simulink model has been developed, based on the 
equations presented in the last section, in order to reproduce 
the electrical behavior of the existing PV strings at the 
SYSLAB experimental facility. The temperature and the solar 
radiance on the panel are the inputs of the model and the AC 
power at the inverters’ grid side is the output of the model. 
For obtaining the maximum power of the panel strings, the 
condition (9) should be fulfilled: ܄܌۾܌ ൌ ૙    (9) 
That means: 
۱܁۷ܘܛܖ  ቈ૚ െ ܂܄ܛܖܛܘܖܑܛ܀۱శ۽܄ܛܘܖషܞ܍ െ ܂܄ܛܖܛܘܖܞ ܂܄ܛܖܛܘܖܑܛ܀۱శ۽܄ܛܘܖషܞ܍ ቉ ൌ ૙  (10) 

 

 
a) 

 
b) 

 
c) 

Fig. 3. Comparison between PV technical characteristics from datasheet (on 
left) and simulation results for one panel. 

 

The block diagram implemented in Simulink that is developed 
to implement this model is depicted in Fig. 4.  
In order to solve the implicit function expressed above with 
the voltage as the unknown, the “algebraic constraints” block 
was used. 
An additional assumption was made in this case because the 
equation also requires the current value, which is computed 
from the voltage value; in order to break the loop, the current 
value is taken from the last simulation step. This assumption 
relies on the fact that the electric measurements have a sample 
time of 1 second and the environment measurements have a 
sample time of 10 seconds; thus the system changes states 
each 10 seconds, and only once in this 10 seconds interval the 
model takes the current value from the previous state.  
However, if the parameters mentioned in Appendix are 
provided, a more simple way of calculating the maximum 
power, with highly accurate results, can be considered by 
using (5) and (6): ܘܘܕ۾ ൌ ૚)۱۽܄۱܁۴۴۷ ൅  (11)    (܂∆�

 
For the model input values, the measurements from the 
weather station had to be translated via additional function that 
were implemented, in order to reproduce the values on the 
actual PV panel conditions.  
 

C. Improvements and Validation of the Model 
As stated before, two types of measurements are taken from 
the experimental facility: ambient measurements from the 
weather station and electrical measurements taken from the 
PV inverter. 
The three ambient measurements: ambient temperature, 
horizontal solar radiation and wind speed are fed to an 
additional simulation module that calculates the cell 
temperature of the PV panels and the solar radiation on them. 
 
1. Cell temperature 
The cell temperature can be very different from the ambient 
temperature and it depends on the solar irradiation Ga, ambient 
temperature Ta and also on the wind speed Ws (Fig. 5). Solar 
irradiation acts on increasing Tcell and the wind speed has a 
cooling effect and lowers Tcell. 
 

 

Fig. 4. The PV string model implemented in Simulink. 
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The simplest relation for the steady state operating cell 
temperature Tc and the ambient temperature Ta, considering 
only the influence of the solar irradiance Ga is [13]:  
܋܂  ൌ ܉܂ ൅  (12)                    ܉۵ܓ

 
The values for k are usually in the range of 0.02-0.04. The 
value for this coefficient can be obtained from the data sheet, 
considering the NOCT values: ܓ ൌ ܂۱۽ۼ܉۵܂۱۽ۼ܉܂ି܂۱۽ۼ                  (13) 

 
Usually, in low wind speed areas, the effect of the wind on the 
PV cells is negligible, the free convection and the radiation 
term having very small values [3], [5]. 
If the PV panels are mounted in regions with high wind 
potential (as in our case), the wind speed must be considered 
because it has a large influence. The forced (wind) convection 
is large for high wind speeds and the cell temperature function 
takes the following form [5]: ܋܂ ൌ ܉܂ ൅ ૑ ቆ ૙.૜૛ૡ.ૢ૚ା૛ ૙.૟ૠቇܛ܅  (14)      ܉۵

 
Where ω is the mounting coefficient, which depends on the 
mounting conditions of the PV panels and Ws is the wind 
speed measured on horizontal plane. 
The wind that produces the cooling effect through forced 
convection is the wind parallel to the panel surface; that is 
why the transformation Wsparallel = Ws/0.67 is used. 
For a better understanding on the influence of solar irradiance 
and wind speed on the cell temperature, a graphical 
representation of these values is depicted in Fig. 5.  
The differences in temperature of the PV cells according to 
different considerations are also presented in Fig. 5.  
The solar irradiance has a high heating effect, at noon it can be 
seen a 30°C increase of cell temperature. Considering also the 
wind effect, the cell temperature is lowered, at noon, with 
12°C. This change in temperature has an effect on the output 
power; as it has been shown in Fig. 3b). For instance, at each 
degree change in temperature, the efficiency modifies with 
approximately 0.44 %, if the temperature rises, the efficiency 
decreases and vice versa.  
 

2. Solar irradiance on the PV panel 
The major advantage of the SYSLAB experimental facility is 
the multitude of measurements that can be used to identify 
phenomenon or causes and to include them accurately into the 
model. 

 
Fig. 5. Ambient measurements and their effect on the PV cell temperature. 

 

As shown in Fig. 3c), the solar radiance has influence only on 
the current and implicitly on the output power of the PV panel, 
so the plots contain the effect of the change in the input solar 
irradiance, according to the ‘adaptation’ of the horizontal solar 
irradiance to the real case of the PV panel. The solar 
irradiance input to the model is the horizontal value measured 
from the weather station. This translates into substantial 
differences. 
 

3. Considering the tilt angle of the PV panels 
The PV panels from SYSLAB, shown in Fig. 1a) are tilted at 
60°. For introducing this factor into the model, the declination 
angle has to be defined: 
The declination angle is the angular position of the sun at solar 
noon with respect to the plane of the equator. Its value is given 
by [6]: ࢾ ൌ ૛૜. ૝૞ ܖܑܛ ቀ૜૟૙ ૛ૡ૝ା࢔૜૟૞.૛૞ቁ       (15) 
 
Where 23.45 is the Tropic of Cancer latitude. 
For this equation, the days are numbered from the spring 
equinox (day 81) and using the fact that sin is a periodic 
function, 365-81=284. 
The relation between solar irradiance on horizontal plane and 
the solar irradiance on a tilted panel, facing south is: 
ܔ܍ܖ܉ܘ܁  ൌ ܢܑܚܗܐ܁ ܖܑܛ(હା઺)ܖܑܛ હ                (16) 

In which α = 90-φ+δ. 
From this equation it is clear that the ratio between the solar 
irradiance on the PV panel and the one on the horizontal 
changes during the year, as the earth orbits the sun and the 
declination angle changes with every day. The day number of 
the considered day has also to be considered as input for the 
simulation model. 

4. Considering the orientation of the PV panels 
For estimating the solar irradiance for a non facing south PV 
panel from a facing south PV, which the model calculates at 
this stage, some additional definitions and relations have to be 
introduced. 
Solar hour angle – the geometrical angle between the sun’s 
sky position projected on the ground in each moment of the 
day and the projection at solar noon; each hour, the sun travels 
15° on the sky. It has a negative value before solar noon, zero 
at solar noon and positive after. 
 

ω ൌ 15°(SolarNoon െ T)                                (17) 
 
Equation of time – is an astronomical term accounting for 
changes in the time of solar noon for a given location over the 
course of a year. Earth's elliptical orbit and Kepler's law of 
equal areas in equal times are the culprits behind this 
phenomenon. The equation describing this difference (in 
minutes) is given bellow [3]: 
 M ൌ 2π Mౚ౗౯ଷ଺ହ.ଶହ                                                     (18) 

ൌ࢔࢕࢕࢔∆  (െૠ. ૟૞ ܖܑܛ ࡹ ൅ ૢ. ૡ૟ ࡹ૛)ܖܑܛ ൅ ૜. ૟))           (19) 
ܖܗܗۼܚ܉ܔܗ܁  ൌ ૚૛(ܛܚܝܗܐ) ൅  (20)             (ܛ܍ܜܝܖܑܕ)ܖܗܗܖ∆
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The daylights saving time has to be considered also: in 
summer hour, the solar noon is at 12+1=13 hours. 
For calculating the solar irradiation on the PV panels from the 
solar radiation on a tilted panel, calculated at stage 2 (Fig. 7b), 
a correction factor is defined as: 
ܚܚܗ܋۴  ൌ ܛܗ܋ ૑ܛܗ܋(૑ିܖܗܑܜ܉ܑܞ܍܌)                                    (21) 
 
In addition to the day’s number in the year, the model has to 
be provided with the local time, as of this 13° deviation, the 
solar irradiance on the PV panel has a nonlinear variation from 
the measured horizontal solar irradiation according to the 
position of the sun on the sky on each moment of the day.  
The simulation model, developed before in 
MATLAB/Simulink for one PV panel, has been improved and 
modified for a PV array with three strings. A block diagram of 
the model can be seen in Fig. 6. 
The PV array model is based on the equations (7-9). The 
equations (7-9) represent the PV characteristics taking into 
account the no. of strings in parallel and the no. of panels in 
series.  
Solving the equation (11) we can determines the maximum 
power point, which the inverter should track precisely, 
because in the PV systems there are no mechanical parts 
involved, and thus, the time constants are very small, being all 
electrical in nature (e.g. compared to wind turbine systems). 
In Fig. 7 are presented the simulation results versus 
measurements at different stages of the modeling. These 
Figures also shows the importance of several factors that have 
to be taken in consideration, especially PV panel tilt angle and 
orientation.  
In Fig. 7 a) is shown a comparison between measured and 
simulated output power without considering wind speed effect 
or any improvements, such as: the orientation and the tilt angle 
of the PV panels. 
Fig. 7 b) shows the same waveform for output power, with the 
same peak values, and the same changes in power due to 
shading effect in a synchronous manner. The simulation has a 
delay of around 50 minutes. This is the effect of the PV 
panels’ orientation, which have a 13° deviation from the E-W 
axis.  
Considering the tilt angle and orientation, the influence of 
solar irradiance and wind speed on the cell temperature the 
measurements and simulations are almost identically, as can 
be seen in Fig. 7 c). 

5. VRB MODEL IMPLEMENTED IN MATLAB-SIMULINK 
AND VALIDATED BY MEASUREMENTS 

A. VRB Modeling and Implementation 

The VRB model has been developed in Matlab/Simulink and 
is based on the power equilibrium between the input and the 
stored power considering the efficiencies of different 
components and the power losses, as can be seen in Fig. 8. 
These characteristics of the battery have been computed based 
on experiments by measuring different electric values at 
different loads and SOC levels [15]. 
The simulation model of the battery system contains five 
subsystems: the power converter, the cell stacks, the energy 

storage, voltage limitation and the auxiliaries, as it is depicted 
in Fig. 8 b). 
 

 
Fig. 6. Block diagram of the simulation model for PV array. 

 

 
a) 

 
b) 

 
c) 

Fig. 7. Solar irradiance adaptation steps. 
 

 
a) 
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b) 
Fig. 8a) Schematic drawing of the battery system (the 

losses from the different parts of the system) and b) Sim
 

The power converter was modeled using a lo
the efficiency of the AC-DC converter in cha
operation modes.  
The efficiency of the cell stacks was im
function of the DC power at different SOC 
battery was running in stable con
charge/discharge modes, and can be described
 eff ൌ ቀ1 ൅ ୣ୤୤SOCభబబିଵଵହ ቁ (േPDC) ቆ1 െ ቀ1SOC                                       

 
In which the efficiency effSOC0 was conside
and SOC=0 % and effSOC100 at PDC=15 kW an
The total power available is related to the ele
cell stacks and the total energy stored in the 
both the SOC and the amount of active che
The actual energy stored in the battery is defi
 Eୠୟ୲୲ ൌ Eୠୟ୲୲଴
Where Ebatt0 is the initial energy stored in th
is the charge/discharge power at the electroly
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ET: SOC ൌ Eౘ౗౪౪ET       
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by a look-up table considering experimental d
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calculate the DC side voltage of the converte
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physically limited and at high SOC values, th

 

red arrows indicate 
mulink implementation. 

ook-up table with 
arge and discharge 

mplemented as a 
 levels, when the 
nditions during 
d by: 

1 െ ୣ୤୤SOCబୣ୤୤SOCభబబቁ (1 െ
                     (22) 

rs at PDC=15 kW 
nd SOC=100 %.  
ectrode area in the 

VRB depends on 
mical substances. 

ined as: ൅ ׬ Pୡୣ୪୪ dt    (23) 
e battery and Pcell 

yte side. 
amount of energy 
al energy capacity 

                     (24) 

nted based on (23) 

er consumption is 
circulated for the 
uxiliaries (control 
the measured AC 
flow over the bus 
the battery is off, 
nd the displays) is 
ps are running the 
kW depending on 
also been modeled 
data from [15]. 
functionalities: to 
er and to calculate 

The power input is 
he converter is not 

able to receive the prescribed powe
the subsystem contains an empirical
and the voltage across the electrolyt
look-up table based on experiments. 
 

B. Comparison between simula
 

In order to validate the simulation m
taken from the DAQ board of the VR
verifying the output values of the bat
The following experiment for a tim
considered: starting from a SOC
discharged with a constant PAC=15k
a charge sequence from SOC=1
PAC=10kW was considered. A
simulations and measurements is pre

6. SIMULATION MODEL O
DEVELOPED IN DIGSILEN

DISTRIBUTION

In the distribution network a high
new approaches for voltage control 
system can change rapidly if clouds 
system. New control approaches 
control from the PV system, change
distribution system control as we
control [14]. 

Computer models of power sys
power system utilities to study load 
stability and dynamic and transient b

DIgSILENT PowerFactory has
provides the ability to simulate load 
the same software environment. It p
library of models for electrical c
system [18]. 
 

a) 

b) 
Fig. 9. Comparison between simulations a

Charge sequence-SOC and b)

6

er, but a limited one. Also 
 relation between the SOC 
te (Vcell) implemented by a 

ation and measurements 

model, measurements were 
RB, fed into the model and 
ttery and of the model.  
me scale of 36 hours was 
=93.5% the battery was 

kW, until SOC=18%. Then 
14% until SOC=87% at 
A comparison between 
esented in Fig. 9. 

OF DER COMPONENTS 
NT POWERFACTORY FOR 
N NETWORKS 
h share of PV may require 
as the power output of PV 
pass very fast over the PV 
may include active P/Q 

ed design of the embedded 
ll as active demand-side 

stems are widely used by 
flow, steady-state voltage 

behavior of power system. 
s been chosen because 
flow, RMS fluctuations in 
provides a comprehensive 
omponents in the power 

 

 

and measurements: a) State of 
 DC Voltage-Vdc. 

1027



 7

The dynamic models of the PV System and VRB system 
implemented in PowerFactory has been built with standard 
components library and are based on the same equations used 
for MATLAB/Simulink models presented before.  

The blocks of the PV system (Fig. 10b), such as: PV model, 
DC-Link and controller of the Static Generator and of the 
VRB system (Fig. 10c), such as: battery model, charge and P-
Q controllers are implemented in the dynamic simulation 
language DSL of DIgSILENT. DSL allows the user to 
implement specific models that are not standard in the 
DIgSILENT library and thus to create own developed blocks 
either as modifications of existing models or as completely 
new models. The internal simulation language DSL has also 
been used to define the PV and VRB characteristics and to 
initialize the parameters and variables of the models. 

Fig. 10 a) shows a single line diagram of the SYSLAB 
architecture implemented in PowerFactory. For load flow 
analysis, also shown in Fig. 10 a), the local voltage controller 
could be set to three different modes: cosφ, V and droop. For 
RMS and EMT simulations the static generator supports two 
different models: current source and voltage source models. In 
our case we use a current source model which has as inputs d-
q axis reference current coming from the controller and cosref 
and sinref signals from a PLL model. 

Fig. 10 b) shows the schematic structure of the PV System 
model, developed for time-domain simulations where a DSL 
model is required, including Photovoltaic Model, DC-Link 
Model, PLL block and Static Generator with its Controller. 
The Static Generator is an easy to use model of any kind of 
static (non rotating) generators. Applications are PV 
Generators, Storage devices, wind generators etc. The PV 

system frame also contains the measurements blocks used as 
inputs for different components of the model. For instance, the 
Photovoltaic Model has as inputs irradiation G and cell 
temperature tempCell, obtained from MATLAB-Simulink 
model considering the tilt angle, orientation and the influence 
of solar irradiation and wind speed on the cell temperature, 
implemented as a look-up table, as can be seen in Fig. 11a). 
Also the MPP of current, power and voltage as a function of 
time for one module are shown. 

In Fig. 10 c) it is shown the VRB system block diagram 
developed for time-domain simulations (RMS and EMT). The 
battery energy storage system contains the model of VRB, 
developed in DSL using the same equations like in Simulink 
model presented in the last section and the charge/discharge 
controller which takes in consideration the SOC level of the 
battery, DC current and voltage of the cell stacks and provides 
the current set-point for the inverter. Also, to study the system 
stability the frequency and power controllers have been 
implemented.  

In order to validate the simulation model developed in 
PowerFactory and to compare the results with MATLAB-
Simulink model, the same measurements have been used like 
in last section when we compare the results of Simulink model 
with experiments (Fig. 9). The data were acquired by SCADA 
system with a sampling time of 1 sec and process by 
MATLAB. The simulations sample-time in PowerFactory was 
the same like in measurements. As can be seen in Fig. 11 b) 
the simulation results of DC Voltage and Power for different 
SOC level are similar.  
 

 
a) 
 

 
b)                                                                                            c) 

Fig. 10. a) Single line diagram of SYSLAB configuration, b) schematic block diagram of the PV system model and  
c) VRB system implemented in PowerFactory. 
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Fig. 11. Simulation results of the P
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CONCLUSIONS 
This paper proposes the development of simulation tools 

to analyze and simulate power systems with renewable 
energy sources and electricity storage. The tools are based on 
models validated by measurements. 

A four-parameter model of a PV panel and a PV system, 
implemented in MATLAB/Simulink, using data provided by 
the manufacturer with semi-empirical equations to predict the 
PV characteristics for any condition. PV characteristics are 
modeled according to a single diode four parameter 
equivalent circuit and according to PV parameters values 
taken from the manufacturer technical data.  

The paper also proposes a model that relies on ambient 
data from a local weather station, like most common in a real 
situation, not from sensors mounted on the PV panels. The 
model calculates the cell temperature and the solar irradiance 
on the PV panels considering, among others, the tilt angle, the 
orientation of the panels, and the wind cooling effect. The 
paper shows that these factors significantly influence the 
power output from the PV panels. 

The VRB model has been developed and implemented 
first in MATLAB-Simulink considering the efficiency and 
the power losses of different components. The characteristics 
of the battery have been computed based experiments by 
measuring electrical parameters at different loads and SOC 
levels. 

Comparison with experimental data, acquired by SCADA 
system and processed by MATLAB, and with the 
characteristics of the PV panels and VRB, provided by 
manufacturers, has shown that the models implemented in 
MATLAB/Simulink can be an accurate simulation tool to 
study and analyze the characteristics of individual units and 
for the prediction of energy production with energy storage 
systems.  

A PV system and a VRB system model, using the same 
equations and parameters as in MATLAB/Simulink has also 
been developed and implemented in PowerFactory to study 
load flow, steady-state voltage stability and dynamic behavior 
of a distributed power system. Also, the simulation results 
have shown a good similarity between both tools. 

APPENDIX 

TABLE I.   

OPERATIONAL DATA FOR PV PANEL FROM DATA SHEET 

Parameter (unit) Value Description 
for STC – solar irradiance (Ga)=1000W/m2, cell temperature(Tc)=25°C, wind 

speed 1m/s 
Pmpp (W) 165 Rated output power 
Vmpp (V) 24.2 Nominal voltage 
Impp (A) 6.83 Nominal current 
Voc25 (V) 30.4 Open circuit voltage 
Isc25 (A) 7.36 Short circuit current 

α (%/°C) -0.478 Temperature coefficient for change in  
(Pmpp) 

β (%/°C) 0.057 Temperature coefficient for change in  

(Isc) 

χ (%/°C) -0.346 Temperature coefficient for change in  
(Uoc) 

δ (%/°C) -0.004 Temperature coefficient for change in  
(Impp) 

ε (%/°C) 50 Temperature coefficient for change in  
(Umpp) 

for NOCT – solar irradiance(GaNOCT)=800W/m2, ambient air 
temperature(TaNOCT)=20°C, wind speed 1m/s 

NOCT (°C) 46.2 Cell temperature on the above 
mentioned conditions 

TABLE II.   

VRB MODEL PARAMETERS 

PARAMETER VALUE 

SERIES RESISTANCE, RS[Ω] 0.25 

DC NOMINAL CURRENT, IDC[A] 136 

AC NOMINAL CURRENT, IAC[A] 30 

DC VOLTAGE(OPERATING RANGE), VDC[V] 130-190 

AC VOLTAGE(OPERATING RANGE), VAC[V] 360-440 

MAXIMUM OPERATING APARENT POWER, S[KVA] 20 

MAXIMUM OPERATING ACTIVE POWER, P[KW] 20 

MAXIMUM REACTIVE POWER, Q[KVAR] 12 
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Abstract – The increasing amount of Distributed Energy 

Resources (DER) components into distribution networks 

involves the development of accurate simulation models 

that take into account an increasing number of factors 

that influence the output power from the Distributed 

Generators (DG) systems. The modeling of DER 

components in power systems and the relative control 

architecture are an important part for the introduction of 

relevant quantity of renewable energy in the future smart 

grid. Therefore it is a strong necessity to have proper 

validated models to help operators to perform better 

studies and to be more confident with the results. This 

paper presents two simulation models developed and 

implemented in MATLAB/Simulink and DIgSILENT 

Power Factory of a PV system using the single-diode 

four-parameter model based on data sheet values. The 

component models were implemented first in 

MATLAB/Simulink and the simulation results have been 

compared with the data sheet values and with the 

characteristics of the units. To point out the strong 

dependency on ambient conditions and to validate the 

simulation models a complex data processing subsystem 

model has also been developed. A PV inverter model have 

also been developed and implemented in PowerFactory to 

study load flow, steady-state voltage stability and dynamic 

behavior of a distribution system. Validation of 

simulation models have been carried out using RISO 

experimental facility SYSLAB which include a PV System 

as well as a Vanadium Redox Flow Battery-VRB and 

various loads including an office building-FlexHouse in 

a LV network which can be operated in different 

configurations. 

 

Keywords:  Distributed Energy Resources, Distributed 

Generators, incident and tilt angle, Micro-

Grid, PV panels, solar radiation. 

 

 

I. INTRODUCTION 

 

Renewable energy systems are expanding due to not only 

environmental aspect but also due to social, economical 

and political interest. The European Union is aiming at a 

specific CO2 reduction in the electricity sector in the near 

future (20 % reduction by 2020). This will involve a 

significant growth of PV installation all over Europe 

resulting in a few hundred Giga watts of capacity [1-3].  

The increased PV capacity will influence power system 

operation and design. Power supplied from a PV array 

depends mostly on present ambient conditions such as: 

irradiation and temperature [3-7].  

The distributed generation is taking importance pointing 

out that the future utility line will be formed by distributed 

energy resources and micro-grids. The flexible micro-grid 

has to be able to import/export energy from/to the grid, 

control the active and reactive power flows and manage of 

the storage energy [3, 8]. 

PV output voltage changes mainly with temperature while 

PV output current changes mainly with irradiation. 

Therefore in order to develop a very precise simulation 

model the local wind speed and the solar radiation 

incidence angle, in terms of the slope and surface azimuth, 

should be considered [4-7, 9-11].  

In order to determine the hourly incident radiation on a 

surface of any orientation it is necessary to evaluate the 

ratio of incident radiation on the tilted surface to that on a 

horizontal surface considering beam, sky diffuse and 

ground reflected radiation separately [4], [6], [9]. 

Increased distributed generation is becoming more 

important in the current power system and in the future it 

will rely more on distributed energy resources and micro-

grids. The flexible micro-grid has to be able to 

import/export energy from/to the grid, control the active 

and reactive power flows and manage of the storage energy 

[12-13]. 

This paper focuses on the simulation models of a small-

scale PV System connected to a distributed network and on 

improvements and validating it using experimental facility 

of an active and distributed power systems laboratory. In 

order to find out the differences between DER components 

in power systems and to study the impact on bus voltage 

and frequency the system has been implemented in 

MATLAB/Simulink and PowerFactory. 
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II. DISTRIBUTED ENERGY SYSTEM 

ARCHITECTURE. EXPERIMENTAL FACILITY 

 

SYSLAB is a laboratory for research in distributed control 

and smart grids with a high share of renewable energy 

production. Its experimental facility is a Wind/PV/Diesel 

Hybrid Mini-Grid with local storage and a novel control 

infrastructure [14]. The facility is spread across three sites 

located several hundred meters apart, as can be seen in Fig. 

1a).  

It includes two wind turbines (11kW and 55kW), a PV-

plant (7.8 kW), a diesel gen-set (48kW/60kVA), an 

intelligent office building with controllable loads (20kW), a 

number of loads (75kW, 3*36kW) and a Vanadium Battery 

of 15 kW/190 kWh. At each of the three sites there is a 

switchboard that allows the components installed at the site 

to be connected to either of two bus bars. The two bus bars 

at each site are connected to a crossbar switchboard 

allowing the flexible setup of the system(s) to be studied. 

The bus bars can be either connected to the national grid or 

can be part of an isolated system. It allows components and 

systems to be in grid connected operation, island operation, 

or operation in parallel with wind turbine or PV-plant, as it 

is shown in Fig. 1b). 

The components are all connected in one distributed 

control and measurement system that enables very flexible 

setup with respect to experimental configuration. 

 

A. PV Panels 

 

The PV panels are mounted in three strings: two strings 

having 18 panels of 165 W each, and another one 

containing 12 panels of 100 W [15-18]. The strings are 

connected to the SYSLAB grid through a three-phase PV 

inverter (SMA Sunny Tripower [19]). 

 

 
a) 

 

 

 
b) 

Fig. 1. a) SYSLAB Risø’s new laboratory for intelligent, active and 

distributed power systems and b) details about SYSLAB Micro-Grid 

architecture. 

From PV system two sets of data are provided. The first set 

consists of the ambient measurements from the weather 

station: solar irradiance on the horizontal, ambient 

temperature, and wind speed. The second set represents the 

electric measurements taken from the inverter: the AC 

output power to the grid, and on each PV string the DC 

power, voltage, and current. The two sets of data are read at 

different sampling frequencies: 1 Hz for the electrical and 

0.1 Hz for the ambient. These large sets of data are used to 

develop an accurate model of the existing PV setup and to 

validate it. 

 

B. Data Acquisition and Control System 

 

The data acquisition and control system (hardware and 

software) is responsible for the supervision and control of 

the research platform for distributed intelligent energy 

systems with a high penetration of renewable energy. The 

supervisory software code was written in Java and is able 

to manage the data acquisition, processes the data and 

executes the control loop and outputs the control variables. 

The sensors outputs are connected to a signal conditioning 

board, which in turn is connected to the data acquisition 

(DAQ) board based on a PC (SCADA System). 

 

 

III. PV PANELS and ARRAY MODELING 

 

A. Modeling of the PV Panels 

This paper uses a single diode equivalent circuit for the PV 

model, described by a simple exponential function [15-18]: 

 

 1/)(

0 
 Tss VnRiv

sc eIIi                (1) 

 

In which Isc and I0 are the short-circuit and open-circuit 

currents, Rs is the cell series resistance, ns is the number of 

cells in the panel connected in series and VT represents the 

junction thermal voltage which includes the diode quality 

factor, the Boltzmann’s constant, the temperature at 

standard test conditions (STC) and the charge of the 

electron. 

Manufacturers typically provide limited operational data 

for photovoltaic panels. These data are available only at 

standard rating conditions, for which the irradiance Ga is 

1000 W/m
2
 and the cell temperature Tcell is 25 °C, except 

for the nominal operation conditions (NOCT) which is 

determined at 800 W/m
2
 and an ambient temperature Ta of 

20 °C. 

Equations for the short circuit current Isc and the open 

circuit voltage Voc as a function of absolute temperature ΔT 

include temperature coefficients that provide the rate of 

change with respect to temperature of the PV performance 

parameters, can be express as [20-22]:  
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To complete the model it is also necessary to take into 

account the variation of the parameters with respect to 

irradiance [20-22]: 

)1000/(25 ascsc GII        (3) 

 

The model used to obtain the static characteristics of the 

PV panels has been developed in MATLAB using the 

equations presented above. The model was developed for 

one panel, as a function of irradiance and temperature. The 

model has as inputs Ga and Tcell on the panel and it sweeps 

the voltage range of the PV panel in order to calculate the 

output current and power. PV cells have nonlinear i-v and 

p-v characteristics. Its output voltage and power change 

according to temperature and irradiation [15-17].  

Fig. 2 shows the typical characteristics for a PV model and 

also a comparison between PV technical characteristics of 

the Schuko S165-SP panel from datasheet (on the left) 

versus simulation results for the panel. 

 

B. Modeling and Implementation of the PV Array 

 

Using a four parameters model of a single diode equivalent 

circuit, the v-i characteristics for a solar panel string 

depending on irradiance and temperature has the following 

expressions: 

 

 )1000//(1ln 25 ascspTspsocps GIniVnnVnv  (4) 

 

 
a) 

 
b) 

 
c) 

Fig. 2. Comparison between PV technical characteristics from datasheet 
(on the left) and simulation results for one panel. 

 )/()(
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vnniRVnv

scsp
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            (5) 

 

The equations (4) and (5) were obtained replacing (2) and 

(3) in (1) and also introducing the number of panels in 

series (nps) for each string and the number of strings in 

parallel (nsp) and can be used to calculate the voltage and 

current over a string of panels [20-22]. 

For obtaining the maximum power of the panel strings, the 

condition (dp/dv=0) should be fulfilled. 

The block diagram implemented in Simulink that was 

developed to implement this model is depicted in Fig. 3. 

 

 

IV. IMPROVEMENTS and VALIDATION of the PV 

ARRAY MODEL 

 

A. Parameters dependence on operating conditions 

 

Two types of measurements are taken from the 

experimental facility: ambient measurements from the 

weather station and electrical measurements taken from the 

inverter as can be seen in Fig. 4a). All these measurements 

are implemented into our model using a subsystem called 

Measurements, as it is shown in Fig. 4b). 

The three ambient measurements: ambient temperature, 

horizontal solar radiation, and wind speed are fed to a 

module that calculates the cell temperature of the PV 

panels and the solar radiation on them.  

The simulation model implemented in MATLAB/Simulink 

for a PV array with three strings is depicted in Fig. 4b). The 

irradiation, ambient temperature and wind speed are 

reading from a real data file measured by SCADA system 

as a function of time and then converted by Data 

processing subsystem in cell temperature and irradiation, 

parameters used as inputs to PV panels, as can also be seen 

in Fig. 4b). 

 

1) Cell Temperature dependence 

 

The cell temperature Tcell can be very different from the 

ambient temperature Ta and it depends on the solar 

irradiation Ga, Ta and also on the wind speed Ws. Solar 

irradiation acts on increasing Tcell and the wind speed has a 

cooling effect and lowers Tcell [4], [15-17]. 

 

 
 

Fig. 3. PV string model implemented in Simulink 
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a) 

 

 
b) 

 
Fig. 4. a) Description of the PV system model input values and b) the 

block diagram of the simulation model for PV array. 

 

If the PV panels are mounted in the regions with high wind 

potential (as in our case) the wind speed must be 

considered. The forced (wind) convection is large for high 

wind speeds and the cell temperature function takes the 

following form [6]: 

 

  asacell GWTT  )67.0/291.8/(32.0   (6) 

 

Where ω is the mounting coefficient, which depends on the 

mounting conditions of the PV panels and Ws is the wind 

speed measured on horizontal plane. 

The wind that produces the cooling effect through forced 

convection is the wind parallel to the panel surface; that is 

why the transformation Wsparallel = Ws/0.67 is used. 

For a better understanding on the influence of solar 

irradiance and wind speed on the cell temperature, a 

graphical representation of these values is depicted in Fig. 

5. The differences in temperature of the PV cells according 

to different considerations are also pointed out. 

 

 
Fig. 5. Ambient measurements and their effect on the PV cell temperature. 

 

2) Solar irradiance dependence 

 

As can also be seen in Fig. 5 the solar irradiance has a high 

heating effect, at noon it can be seen around 50°C increase 

of cell temperature. Considering also the wind effect, the 

cell temperature is lowered, at noon, with 12°C. This 

change in temperature has an effect on the output power; as 

was shown in Fig. 2b). At each degree change in 

temperature, the efficiency modifies with approximately 

0.44%: That means that if the temperature rises, the 

efficiency decreases and vice versa [20, 21]. 

The solar radiance has influence only on the current (Fig. 

2c) and implicitly on the output power of the PV panel, so 

the plots contain the effect of the change in the input solar 

irradiance, according to the ‘adaptation’ of the horizontal 

solar irradiance to the real case of the PV panel, 

implemented in Data processing subsystem in Fig. 4b). 

The solar irradiance input to the model (Gcell) is the 

horizontal value measured from the weather station. This 

translates into substantial differences as can also be seen in 

Fig 5 [15-17]. 

 

B. Validation of the Simulation Model 

 

In order to validate the simulation model for the PV 

system, implemented in MATLAB/Simulink, and to point 

out the importance of considering the atmospheric 

conditions, such as irradiation, temperature and wind 

speed, and also the orientation and tilt angle of the panels, 

the simulations will be compared with experiments carried 

out using RISO experimental facility-SYSLAB. 

In Fig. 6 are presented the simulation results versus 

measurements at different stages of the modeling. These 

Figures also shows the importance of several factors that 

have to be taken in consideration for obtaining a good 

accuracy of the simulation models.  

In Fig. 6 a) is shown a comparison between measured and 

simulated output power of the panels (PDC) for a time series 

of one day without considering wind speed effect or any 

improvements. As can be seen the difference between both 

curves is very big that means the simulation model should 

be improved to fit the measurement. 

Fig. 6 b) shows the same waveforms for output power, with 

the same peak values, and the same changes in power due 
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to shading effect in a synchronous manner. The simulation 

has a delay of around 50 minutes. This is the effect of the 

PV panels’ orientation, which have a 13° deviation from 

the E-W axis.  

Considering the tilt angle and the orientation of the panels, 

the influence of solar irradiance and wind speed on the cell 

temperature the measurements and simulations are almost 

identically, as can be seen in Fig. 6 c). 

In Fig. 7 are presented some simulation results versus 

measurements for Schuko165 PV panel installed at RISO 

campus. A good alignment between simulations and 

measurements was found, as can also be seen in Fig. 7. 

 

 
a) 
 

 
b) 

 

 
c) 

 
Fig. 6. Simulation results versus measurements at different stages of the 

modeling. 

 

 
 

Fig. 7. DC Current, Voltage and Power for Schuko165 PV panel and the 

output power of the inverter (Pac) as a function of time for 24 hours. 

 

 

V. SIMULATION MODEL of the PV SYSTEM 

DEVELOPED and IMPLEMENTED in 

POWERFACTORY for DISTRIBUTION NETWORKS 

 

Computer models of power systems are widely used by 

power system utilities to study load flow, steady-state 

voltage stability and dynamic and transient behavior. 

DIgSILENT PowerFactory has been chosen because 

provides the ability to simulate load flow, RMS 

fluctuations in the same software environment. It provides 

a comprehensive library of models for electrical 

components in the power system [23]. 

The dynamic model of the PV System implemented in 

PowerFactory has been built with standard components 

library and is based on the same equations used for 

MATLAB/Simulink model presented before.  

The blocks of the PV model, DC-Link and controller of the 

Static Generator are implemented in the dynamic 

simulation language DSL of DIgSILENT. DSL allows the 

user to implement specific models that are not standard in 

the DIgSILENT library and thus to create own developed 

blocks either as modifications of existing models or as 

completely new models. The internal simulation language 

DSL has also been used to define the PV characteristics 

and to initialize the parameters and variables of the model. 

Fig. 8 a) shows a single line diagram of the SYSLAB 

laboratory architecture implemented in PowerFactory [15-

17].  

Fig. 8 b) shows the schematic structure of the PV System 

model, developed for time-domain simulations where a 

DSL model is required, including Photovoltaic Model, DC-

Link Model, PLL block and Static Generator with its 

Controller. The Static Generator is an easy to use model of 

any kind of static (non rotating) generators. The common 

characteristic of these generators is that they are all 

connected to the grid through a static converter. 

Applications are PV Generators, Storage devices, wind 

generators etc.  
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On the basic date tab of the single line diagram it is 

possible to set up the number of parallel generators and the 

power ratings of one PV panel. 

For load flow analysis, also shown in Fig. 9, the local 

voltage controller could be set to three different modes: 

cosφ, V and droop [23].  

For RMS and EMT simulations the static generator 

supports two different models: controlled current and 

voltage source models. In our case we use a controlled 

current source model which has as inputs d-q axis reference 

current coming from the controller and d-q reference angles 

(cosref and sinref) from a PLL built-in model. 

Photovoltaic Model has as inputs irradiation G and cell 

temperature tempCell, obtained from MATLAB-Simulink 

model considering the tilt angle, orientation and the 

influence of solar irradiation and wind speed on the cell 

temperature (Fig. 4), implemented as a look-up table in our 

model. Also the MPP of current, power and voltage as a 

function of time for one module are shown. 

In Fig. 10 is presented a comparison between 

measurements and simulations of the inverter output power 

for both PV modules (Schuko165 and SOLEL100) 

installed at RISO campus in three strings, two strings of 18 

Schuko165 panels each and one string of 12 SOLEL panels 

 

 

 

 
a) 
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b) 
 

Fig. 8. a) Single line diagram of SYSLAB configuration implemented in PowerFactory and b) schematic block diagram of the PV system model. 
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Fig. 9. Simulation results of the PV system model implemented in PowerFactory. 
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Fig. 10. Comparison between simulations and measurements of the PV 

inverter output power for both types of panels (Sucho and Solel). 

 

 

VI. CONCLUSIONS 

 

This paper proposes a four-parameter model of a PV panel 

and a PV system, implemented in MATLAB/Simulink, 

using data provided by the manufacturer with semi-

empirical equations to predict the PV characteristics for 

any condition. PV characteristics are modeled according to 

a single diode four parameter equivalent circuit and PV 

parameters values taken from the manufacturer technical 

data.  

The paper also proposes a model that relies on ambient data 

from a local weather station, like most common in a real 

situation, not from sensors mounted on the PV panels. The 

model calculates the cell temperature and the solar 

irradiance on the PV panels considering, among others, the 

tilt angle, the orientation of the panels, and the wind 

cooling effect. The paper shows that these factors 

significantly influence the power output from the PV 

panels. 

Comparison with experimental data, acquired by SCADA 

system and processed by MATLAB, and with the 

characteristics of the PV panels, provided by 

manufacturers, has shown that the model implemented in 

MATLAB/Simulink can be an accurate tool for the 

prediction of energy production.  

A PV system model, using the same equations and 

parameters as in MATLAB/Simulink to define the PV 

module and characteristics, has also been developed and 

implemented in PowerFactory to study load flow, steady-

state voltage stability and dynamic behavior of a distributed 

power system. 

A comparison between both simulation models, 

implemented in MATLAB/Simulink and PowerFactory, 

has shown a good similarity. The models have also been 

validated against measurements using SYSLAB 

experimental facilities. That means that this work can be 

used for further development of tools for DER components 

in a distributed network. 
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APPENDIX 

 

TABLE 1. Data sheet parameters and values for PV panel 

[24] 

 
Parameter (unit) Value Description 

for STC – solar irradiance (Ga)=1000W/m2, cell temperature(Tc)=25°C, 

wind speed 1m/s 

Pmpp (W) 165 Rated output power 

Vmpp (V) 24.2 Nominal voltage 

Impp (A) 6.83 Nominal current 

Voc25 (V) 30.4 Open circuit voltage 

Isc25 (A) 7.36 Short circuit current 

α (%/°C) -0.478 
Temperature coefficient for change in  

(Pmpp) 

β (%/°C) 0.057 
Temperature coefficient for change in  

(Isc) 

χ (%/°C) -0.346 
Temperature coefficient for change in  

(Uoc) 

δ (%/°C) -0.004 
Temperature coefficient for change in  

(Impp) 

ε (%/°C) 50 
Temperature coefficient for change in  

(Umpp) 

for NOCT – solar irradiance(GaNOCT)=800W/m2, ambient air 

temperature(TaNOCT)=20°C, wind speed 1m/s 

NOCT (°C) 46.2 
Cell temperature on the above 

mentioned conditions 
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 
Abstract—This paper presents a Model Predictive Controller 

(MPC) for electrical heaters’ predictive power consumption 
including maximizing the use of local generation (e.g. solar 
power) in an intelligent building. The MPC is based on dynamic 
power price and weather forecast, considering users’ comfort 
settings to meet an optimization objective such as minimum cost 
and minimum reference temperature error. It demonstrates that 
this MPC strategy can realize load shifting, and maximize the PV 
self-consumption in the residential sector. With this demand side 
control study, it is expected that MPC strategy for Active 
Demand Side Management (ADSM) can dramatically save 
energy and improve grid reliability, when there is a high 
penetration of Renewable Energy Sources (RESs) in the power 
system.   

 
Index Terms— Active demand side management; load 

shifting; model predictive control; solar/wind power penetration  

NOMENCLATURE 

Abbreviation: 
ADSM    Active demand side management. 
CPS        Conventional power supply.  
DERs      Distributed energy resources.  
DG          Distributed generation.  
DSM       Demand side management 
DTU       Technical university of Denmark.  
MPC       Model predictive control. 
RESs       Renewable Energy Sources. 
RMI         Remote method invocation. 
RPS         Renewable power supply. 

Variables  & Parameters: 
FF         Fill factor. 
Ga      Solar irradiation. 
Hp     Prediction horizon. 
Io          Open-circuit currents. 

                                                           
This work was supported by Interreg IV A program, project “Wind in 

Oresund”, and the EU project “Smooth PV” (No. 228449).  
The authors are with the department of Electrical Engineering, Intelligent 
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Roskilde, Denmark (e-mail: yizo@elektro.dtu.dk; lmih@elektro.dtu.dk; 
daku@elektro.dtu.dk; atha@elektro.dtu.dk; olga@elektro.dtu.dk; 

hwbi@elektro.dtu.dk).  
 

 Isc    Short-circuit currents. 
 ns          Number of cells in the panel connected in series. 
 nps         Number of panels in series. 
 nsp         Number of strings in parallel.  
PC(k)    Dynamic power price signal of CPS at control step k. 
Pheat–max Maximum permitted electrical power consumption of 

heating units. 
Pmax            Maximum power point of a solar cell. 
PR(k)     Dynamic power price signal of RPS at control step k. 
Rs           Cell series resistance. 
Ta      Ambient (outdoor) temperature.  
Tc         Cell temperature.  
Ti                  Indoor air temperature. 

k
iT           Predictive indoor temperatures at each control step k 

over the prediction horizon Hp. 
Tim              Temperature of the heat accumulating layer in the 

inner walls and floor.  
Tom         

Temperature of the heat accumulating layer in the 
building envelope. 

Tref      
    Reference indoor air temperature. 

Voc          Open circuit voltage.  
VT           Junction thermal voltage. 
Ws                Wind speed. 
Фh           Energy input from the electrical heaters. 
βI            Correction coefficients for current.  
χ             Correction coefficients for voltage. 
u(k)          Optimized heat input sequence at control step k. 
us(k)          Predictive solar power at control step k. 
ΔT       Absolute temperature.  

I.  INTRODUCTION 

O MEET the rapidly increasing demand of the energy 
consumption, and to achieve a significant reduction in 
CO2 emissions, more Renewable Energy Sources (RESs), 

and other low-carbon energy sources will become major 
contributors to the future electricity system. The Danish 
government has adopted a long term goal that the Danish 
energy system (including transport) can be completely 
independent of fossil fuels by 2050 without using nuclear 
energy, based on 100% renewable energy from combinations 
of wind, biomass, solar power and wave [1], and wind power 
will cover 50% of the Danish electricity consumption in 2025 
[2].  

Model Predictive Controller for Active Demand 
Side Management with PV Self-consumption in 

an Intelligent Building  
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Due to an increased contribution of fluctuating RESs to the 
energy system, there are many concerns about the flexibility, 
variability, non-controllability of these sources, and they have 
the impact on the ability to keep the balance between supply 
and demand. Currently, the main method to regulate the 
supply-demand imbalance is a set of supply-side generation 
reserves, known as ancillary services, which operate on 
various scales of time and frequency. The rising share of RESs 
decreases the controllability of the supply side. The rise in 
needed balancing power can be fulfilled by utilizing the 
flexibility potential in demand and Distributed Generation 
(DG). The introduction of Distributed Energy Resources 
(DERs) (e.g. household, industrial consumers and electric 
vehicles), together with the introduction of more information 
and communication technology in the electricity system 
provides interesting and novel automated Demand Side 
Management (DSM) opportunities at the end user level. The 
combination of DSM with an automatic control of the DERs 
demand can be called as Active Demand Side Management 
(ADSM) [3, 4]. ADSM can modify the demand profile to 
reduce the losses in the grid, maximize consumption while 
RESs are available, decrease congestions, and save energy [5, 
6]. 

MPC is a control algorithm that optimizes a sequence of 
manipulated variable adjustments over a prediction horizon by 
utilizing a process model to optimize forecasts of process 
behavior based on a linear or quadratic objective, which is 
subjected to equality or inequality constraints. In MPC, the 
optimization is performed repeatedly on-line. This is the 
meaning of receding horizon, and the intrinsic difference 
between MPC and the traditional optimal control. The 
limitation of this finite-horizon optimization is that, under 
ideal situations only the suboptimal solution for the global 
solution can be obtained. However, the receding horizon 
optimization can effectively incorporate the uncertainties 
incurred by model-plant mismatch, time-varying behavior and 
disturbances [7]. MPC is now recognized as a very powerful 
approach with well established theoretical foundations and 
proven capability to handle a large number of industrial 
control problems [8]. The building sector is one of the largest 
energy consumptions. Based on the vision of the future 
electricity system, building controls design becomes 
challenging since it is necessary to move beyond standard 
controls approaches and to integrate predictions of weather, 
occupancy, renewable energy availability, and dynamic power 
price signals. MPC naturally enters the picture as a control 
algorithm that can systematically incorporate all the 
aforementioned predictions to improve building thermal 
comfort, decrease peak load, and reduce energy costs [9]. 
MPC for building climate control has been investigated in 
several papers before [9]-[13], mainly with the purpose of 
increasing the energy efficiency. The potential of MPC in 
power management was investigated in [14]-[18], but the 
weather forecast information (e.g. the ambient temperature) 
was assumed to be constant in their simulation scenarios.  

The goal of our research is to implement an MPC-based  
control strategy for ADSM, using DERs’ predictive 
optimization potential to support the introduction of a large 
penetration level of renewable energy. In this paper, an MPC 
controller was implemented for load shifting in an intelligent 

office building’s heating power consumption scheme, with a 
maximization of the PV self-consumption. The term “self-
consumption” focuses on the usage of the own generated 
energy, while the energy provided by the grid remains an 
optional generator.  The original contributions of this work are: 
1) building an easy, fast to implement model for PV installed 
at an intelligent building (called PowerFlexHouse), and a 
stochastic discrete-time linear state-space model for this 
building; 2) implementing a low-complexity MPC-based 
scheme which is used to realize the load shifting for the 
heaters’ power consumption, including PV maximum self-
consumption in PowerFlexHouse; 3) integrating weather 
forecast information and dynamic power price into the MPC-
based control strategy; and 4) simulating and testing an MPC 
controller on a real power grid with high penetration of RESs. 

The remaining of this paper is organized as follows: in 
Section II, we present a test platform for intelligent, active and 
distributed power systems at the Technical University of 
Denmark (DTU), Risø campus.  How to implement a thermal 
MPC controller for the power consumption prediction in an 
intelligent building-PowerFlexHouse is provided in Section 
III, including a simple PV model for solar power prediction, a 
heat dynamic model for PowerFlexHouse’s inside temperature 
prediction, and formulated MPC objective functions. Some 
field test results will be shown in Section IV. Finally, 
conclusion is drawn in Section V, followed by the discussion 
on future research.  

II.  TEST PLATFORM DESCRIPTION 

SYSLAB is a laboratory for intelligent distributed power 
systems [19] in DTU Elektro, Risø campus. It is built around a 
small power grid with renewable (wind (11+10kW), solar 
(7kWp)) and conventional (diesel) power generation, battery 
storage, and various types of consumers (See Fig. 1). The 
whole system can be run centrally from any point on the 
network, or serve as a platform for fully decentralized control. 
All SYSLAB controller nodes run the SYSLAB software 
stack, which is a modular framework for developing 
distributed control systems for power systems. It is written in 
the Java (TM) programming language. Distributed controllers 
can control these components by using one of the supported 
types of communication, for example, the Java Remote 
Method Invocation (RMI). 

 
                           Fig. 1.  Components on SYSLAB. 
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One of the components on the SYSLAB grid is a small, 
intelligent office building, PowerFlexHouse. It contains seven 
offices, a meeting room and a kitchen. Each room is equipped 
with a motion detector, temperature sensors, light switches, 
window and door contacts and actuators. A weather station 
outside of the building supplies local environmental 
measurements of ambient temperature, wind speed, wind 
direction, and solar irradiation. The electrical load of the 
building consists of heating, lighting, air-conditioning, a hot-
water supply and various household appliances, such as a 
refrigerator and a coffee machine. The combined peak load of 
the building is close to 20kW. All individual loads in the 
building are remote-controllable from a central building 
controller. The controller software runs on a Linux-based PC. 
It is also written in Java (TM) and is based on the SYSLAB 
software stack. The controller can communicate with the 
SYSLAB grid through its own node computer (See Fig. 2). 
Information can also flow in the other direction, for example 
providing the power system supervisor controller with the 
expected near-future behavior of the building loads. 

III.  MPC FOR ADSM IN AN INTELLIGENT BUILDING’S HEATING 

POWER CONSUMPTION 

As described in Section II, the hybrid power supply system 
(SYSLAB) presented in this paper consists of two parts: a 
Conventional Power Supply (CPS), and a Renewable Power 
Supply (RPS). To use the power system efficiently, one of the 
good ways is to take the advantage of renewable power supply 
in a maximum degree. Therefore, home appliances primarily 
use RPS, and CPS is used when RPS is not enough to support 
the power required by the home appliances. We suppose that 
RPS has a low cost of power than CPS, considering its 
generation and CO2 impact, etc. We denote the dynamic 
power prices of CPS and RPS by PC and PR, respectively. In 
this paper, to realize the load shifting, we use an MPC control 
strategy to minimize the daily operational cost of heating in 
PowerFlexHouse, at the same time to ensure the maximum 
self-consumption of solar power produced at 
PowerFlexHouse, and to guarantee users’ comfort. There are 
three important components in MPC, such as the prediction 
model, the objective function, and the control law, which are 
present as following.    

A.  PV Model 

We use a single diode equivalent circuit for the PV model 
described by a simple exponential equation: 

 ( ) / 1s s Tv i R n V
sc oi I I e      

              
 (1) 

where Isc and Io are the short-circuit and open-circuit currents, 
Rs is the cell series resistance, ns is the number of cells in the 
panel connected in series, and VT represents the junction 
thermal voltage, which includes the diode quality factor, the 
Boltzmann’s constant, the temperature at standard condition  
and the charge of the electron. 

A solar cell can be characterized by the following 
fundamental parameters: the short circuit current Isc, the open 
circuit voltage Voc, the maximum power point Pmax and the fill 
factor FF, which is the ratio of the maximum power that can 
be delivered to the load and the product of Isc and Voc 

( max max max

oc sc oc sc

P V I
FF

V I V I
  ). The fill factor can be taken from 

the manufactures’ data.  Then it can be used to obtain Pmax 
( max oc scP FF V I  ) under non-standard conditions.  

Equations for Isc and Voc as a function of absolute 
temperature ΔT including temperature coefficients (βI, χ: 
correction coefficients for current and voltage) that provide 
the rate of change with respect to temperature of the PV 
performance parameters, can be expressed as:  
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                            (2) 

To complete the model it is also necessary to take into 
account the variation of the parameters with respect to 
irradiance: 

        )1000/(25 ascsc GII                                                    
(3) 

Using a four-parameters model of a single diode equivalent 
circuit, the v-i characteristics for a solar panel string 
depending on irradiance and temperature has the following 
expressions: 

 )1000//(1ln 25 ascspTspsocps GIniVnnVnv 
  
(4) 

    ( ) /( )1 ps oc s ps sv n V R i n n v
sp sci n I e         

         
            (5) 

where nps and nsp represent the number of panels in series 
and the number of strings in parallel, respectively. The 
equations (4) and (5) can be used to calculate the voltage and 
current over a string of panels [20][21]. 

The temperature and irradiance play a central role in PV 
conversion process since it affects basic electrical parameters, 
such as the voltage and the current of the PV generator. If the 
PV panels are mounted in a region with high wind potential 
(as in our case), the wind speed must also be considered 
because it has a large influence [22]. 

The model was developed in MATLAB, using the equations 
presented above, and has the solar irradiation Ga and the cell 
temperature Tc as inputs on the panel, and it sweeps the 
voltage range of the PV panel in order to calculate the output 
current and power. 

For the model input values, the measurements from the 
weather station had to be translated via additional function that 
were implemented, in order to reproduce the values on the 

    
Fig. 2.   Communication between PowerFlexHouse and SYSLAB. 



 4

actual PV panel conditions. The three ambient measurements: 
ambient temperature, horizontal solar irradiation and wind 
speed are fed to an additional simulation module that 
calculates the cell temperature of the PV panel and the solar 
radiation on it, as can be seen in Fig. 3.  

 

 
              Fig. 3.  Description of the PV model input values. 

 
In Fig. 4 is shown a comparison between measured and 

simulated output power of the PV panel considering the 
influence of solar irradiance and wind speed on the cell 
temperature. Comparison with experimental data, acquired by 
SCADA system and processed by MATLAB, and with the 
characteristics of the PV panels [22], provided by 
manufacturers, has shown that this PV model implemented in 
MATLAB can be an accurate simulation tool to study and 
analyze the characteristics of individual units and for the 
prediction of energy production within MPC controller and 
active loads. 

 
Fig. 4. Comparison between simulations (green) and measurements (blue) of 
the PV panel output power. 
 

B.  Simple Thermal Model for PowerFlexHouse 

The indoor temperature model of PowerFlexHouse is given 
as a stochastic discrete-time linear state-space model, which 
was directly obtained from the reference [23].  To reduce the 
complexity, the model of heat dynamics of the 
PowerFlexHouse is formulated as one large room exchanging 
heat with an ambient environment. The heat flow in 
PowerFlexHouse is modelled by a grey-box approach, using 
physical knowledge about heat transfer together with 
statistical methods to estimate model parameters. The heat 
transfer due to conduction, convection and ventilation is 
assumed linear with the temperature difference on each side of 
the medium. The estimator was Continuous Time Stochastic 
Modelling (CTSM), which is an estimation tool developed at 
the department of Informatics and Mathematical Modeling 

DTU [24]. The model’s states space equations are described 
by (6) and (7): 

 
 

            T(t + 1) = ФT(t) + ГU(t)                                  (6)  

           Output:  y(t) =C T(t) =  [1 0 0] 

( )

( )

( )

i

im
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        (7)    

where  
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    

 

 
T =[Ti, Tim, Tom] is the state vector and U =[Ta, Ga, Фh]is the 

input vector to the system. Here, ( )iT t is the indoor air 

temperature; ( )imT t and ( )omT t , which are the temperature of 

heat accumulating layer in the building envelope and the 
temperature in the heat accumulating layer in the inner walls 
and floor, can not be measured. State estimator-Kalman filter 
can be used to estimate these two states; Ta is the ambient 
(outdoor) temperature; Ga is the solar radiation; and Фh is the 
energy input from the electrical heaters. Using this model, the 
predicted indoor air temperature was compared with the 
measured values (See Fig. 5). It was shown that this simple 
discrete-time linear thermal model for PowerFlexHouse is 
good enough to be pplicated in MPC. 

C.  MPC Objective Function 

In MPC the control objectives are translated into an 
optimization problem, which is formulated over a finite 
prediction horizon. The result of the optimization is a 
sequence of optimal control moves which drives the system 
states (or outputs) towards a given reference while respecting 
system constraints (such as upper and lower limits on the 
temperature) and minimizing a selected performance criterion 
(e.g. the reference temperature error, and minimum cost).  The 
goal of the MPC control strategy for the electrical space 
heaters in PowerFlexHouse is to minimize the total cost of the 
energy used in heating over a prediction horizon (Hp). At the 
same time, it should keep the indoor air temperature close to 
the given reference temperature Tref. In general, the objective 
function can be formulated as:   

 

 
    Fig. 5.  Predictive (blue) & actual measured (red) indoor air temperature.  
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Subject to: ( )ku integer [0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10] in 

kW, which means the heat input that the MPC controller 
determines by using a mixed integer optimization approach. 
There are totally 10 heaters in the PowerFlexHouse. Each of 
them has a power of 1kW. Therefore the maximum permitted 
electrical power consumption of heating units is Pheat-

max=10×1kW=10kW. The available solar power at control step 
k is expressed as us(k). The minimum solar power supply 
Min(rps)=1kW. To simply the problem, PR(k) are assumed to [0], 
The above formulation provides a means of incorporating both 
the economic and user’s comfort concerns. By assigning 
different weight coefficient w in (8) to user’s comfort term, 
behaviour on trade-off between economic performance and 
user’s comfort can be studied. In (8), PC(k) is the dynamic 
power price signal of CPS obtained from the Nord Pool spot 
market [25]. Its trading horizon is 12-36 hours ahead and it is 
done for the next day’s 24 hours period. That is to say, the 
minimum prediction horizon is at least 12 hours and the actual 
maximal prediction horizon can reach 36 hours. In case 
us(k)൒min(rps), the objective function can be:  
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in case us(k) ൏ min(rps), the objective function can be expressed 
as :   
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k
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To find the best predicted performance over the prediction 
horizon, the mixed-integer linear programming problem is 
solved by GLPK’s (GNU Linear Programming Kit) solver 
with Java native interface [26].   

D.  MPC control law 

The main principle of MPC is to transform the control 
problem into an optimization one and solve this optimization 
problem over a prediction horizon (e.g.12-36 hours) at each 
control step (e.g. 10 minutes). The MPC controller obtains a 
measurement of the current state of the house, including the 
disturbances like the state of doors and windows, and the grid 
information, such as dynamic power price signal, available 
power and frequency signal from the test platform SYSLAB. 
It also integrates the weather forecast data (ambient 
temperature and solar irradiation, etc.) with the PV model for 
the predictive solar power, and with the prediction model for 
the house indoor temperature. All of them subjected to system 
dynamics, the objective function (linear or quadratic), 
constraints on states (e.g. user comfort could be transformed to 
a set of linear constraints.), and inputs. At each control step 
the optimization obtains a sequence of actions optimizing 

expected system behavior over the prediction horizon. But 
only the first step of the sequence of control actions is 
executed by the controller on the system until the next control 
step, after which the procedure is repeated with new process 
measurements.  (See Fig. 6). 

IV.  RESULTS  

We obtained some results from the field test on 18-20, 
February 2012. The local forecast data of the ambient 
temperature Ta and the solar irradiation Ga are provided by the 
meteorology group in DTU Wind Energy at Risø campus. Fig. 
7 shows the predictive and the actual measured outside 
temperature; and in Fig. 8 the predictive and the actual solar 
irradiation is shown during the test period. The maximum 
relative error between the actual weather measurement and the 
weather forecast data is ±5% on test. Therefore, we concluded 
that the local weather forecast data are accurate in some 
degree to be integrated into the MPC-based control strategy. 
Using the PV model described in Section III A together with 
the local weather forecast data (Fig. 7(red) & Fig. 8(red)), we 
can obtain the predictive solar power for PowerFlexHouse PV 
from 8:00 18th to 0:00 20th, February 2012 (See Fig. 9). It was 
observed that the weather on 18th, February 2012 was bad and 
there was not solar power to be consumed by heaters. Only 
during the period of 9:00 to 16:00 on 19th, Feb 2012, there was 
available solar power supply. In this paper, PV electricity has 
been used as a local generator, and the concept of self-
consumption is meaningful, only when the local generation is 
available.  

 

 
Fig. 7.   Predictive (red) and actual measured outside temperature. 

           Fig. 6.  Basic principle of MPC for building.  
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At 8:00 (18th, February 2012) the MPC control algorithm 

was running on the SYSLAB platform and it provided the 
optimized profile of the predictive power consumption in the 
next approximately 16 hours for the PowerFlexHouse’s 
heaters, as shown in Fig. 10.  Fig. 11 demonstrates the 
predictive indoor air temperature in the next 16 hours 
according to the optimized switch schedule (the same as in 
Fig. 10). At 13:00 (18th, February 2012), the MPC produced 
the results shown in Fig. 12. It presents the optimized profile 
of the predictive total power consumption in the next almost 
35 hours for the PowerFlexHouse’s heaters. At this moment, 
the prediction horizon could reach 35 hours, because the Nord 
Pool spot market at 13:00 (on the same day) provided next 
day’s 24 hours’ price information for the users. Since the solar 
power has a high priority to be used, the green area in Fig. 12 
is the solar power consumption, which would be consumed by 
heaters from 9:00 to 16:00 on 19th, Feb 2012. The predictive 
indoor air temperature in the next 35 hours is shown in Fig. 
13, according to the optimized switch schedule for heaters 
supplied with RPS and CPS, shown in Fig. 12. It was observed 
that the MPC-based controller almost worked within the low 
price period, including when there is solar power, and it was 
able to shift the load and reduce the total cost of operating 
electrical heaters to meet certain indoor temperature 

requirements. It is also shown that preheating during the night 
is a possible way to achieve energy savings.  

 

 
 

 
 
 
  

 
 

 
          Fig. 8.  Predictive (red) and actual measured solar irradiation.  

 
Fig. 9.  Predictive solar power. 

 
Fig. 11. Predictive indoor air temperature (red) according to the 
optimized heaters’ power consumption (black) in the next 16 hours. 

 
Fig. 10.  Optimized heaters’ power consumption (black) & dynamic 
power price (red) in the next 16 hours. 

 
Fig. 12.  Optimized heaters’ power consumption (black) & dynamic  
power price (red) in the next 35 hours. 
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After analyzing the data of Nord Pool in 2010, it is 

concluded that there is certain predictability in the occurrence 
of peak load periods during the day in Denmark, and this 
predictability is reflected in the hourly spot price. The peak 
load periods and high spot prices occur mainly in the same 
hours of the day (morning 8:00-11:00 and afternoon 17:00-
20:00) and the low spot prices take place in the deep of night 
[27]. In the Nordic system at night-hours, there is a large 
production by wind turbine. This is correlated with the 
dynamic power price, which is much lower during the period 
from 21:00 to 7:00. According to [28], it is concluded that the 
spot price, generally decreases when the wind power 
penetration in the power system increases, that is to say, the 
Nordic Electricity spot prices reflect the amount of wind 
power in the system. Fig. 10 and Fig. 12 illustrate that heaters 
are always switched on late at night and MPC control strategy 
can achieve energy savings by shifting load from on-peak to 
off-peak period. At the same time, it shows that MPC control 
strategy can be investigated on ADSM in this intelligent 
house, which is used to stabilize fluctuations in the power grid 
with a high penetration of wind power or other renewable 
energy, and it can maximize the use of local PV generation.  

V.  CONCLUSION AND FUTURE RESEARCH 

In order to enable more use of renewable energy in the 
future power system, ADSM should be established to 
encourage consumers to improve energy efficiency, reduce 
energy cost, change the time of usage, or promote the use of 
different energy sources. From the control systems view, 
smart grids are essentially predictive optimal control problems, 
which can be formulated as optimizing the cost, the use of the 
storage, the use of the wind/PV source, and to match the 
production with the consumption in a predictive horizon.  

Simulations and experimental results have shown the 
effectiveness of the MPC-based control scheme. The 
predictive optimal problem, which is set up a residential 
sector, can be naturally modeled with discrete time steps, 
because balance settlement and markets work within discrete 
periods. Complex models cannot be readily used for control 
purposes, since the computation time for the optimal load 

scheduling should be low. Meanwhile in real conditions, 
efficiency of the predictive schedule depends on accuracy of 
the forecasts. 

To improve the operation of various energy resources, 
operation efficiency of building energy, and loads should be 
coordinated and optimized. The predictive behavior of power 
consumption for residential sectors shows that MPC-based 
strategies are feasible for active DSM in a distributed power 
system with high renewable energy penetration. Integrating 
dynamic power prices and the weather forecast data, it 
demonstrates that MPC control strategies are able to shift the 
electrical load to periods with low prices. The end users can 
avoid high electricity price charge at peak time, and the power 
grid can benefit from load control.  

The future work will focus on the other different 
optimization methods for predictive controllers and the 
computation time for their optimal scheduling. Moreover, we 
need to analyze the effect of the predictive horizon length on 
the performance in the MPC strategies, and the robustness of 
these controllers against uncertainty in measurements and 
forecasts. At the same time, the different home appliances, 
such as a water heater, can be used for maximum PV self-
consumption. 
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Even at a good day in 
Denmark, clouds will typically 
partly shadow for the sun, 
resulting in fluctuating power 
generation from PV panels. At 
the DTU Risø Campus, PV 
power panels connected to 
our experimental power 
system facility SYSLAB are 
distributed over 1 km at three 
sites. The large and rapid 
power fluctuations caused by 
these passing clouds is a 
challenge for the power system – for the control, the power quality and the 
stability. However, the fluctuations of the aggregated power from the 

distributed PV panels are clearly reduced. 

 
Figure 2: The SYSLAB experimental power system 

at DTU, Risø Campus. 

 
Figure 1: Typical clouds at a sunny day in Denmark. 

I. EXPERIMENTAL SET-UP 
SYSLAB is a very flexible, experimental power system at DTU Risø 

Campus (Figure 2). PV power is connected to the SYSLAB power system 
at three sites (117, 319 and 725) distributed over 1 km (Figure 4). The very 
flexible SYSLAB power connection set-up makes it possible to connect the 
PV panels at the three sites to a dedicated power line and connect the 
power line to the national grid (Figure 3). The SYSLAB monitoring system 
measures the power for each PV installation and the aggregated power at 

the grid connection 
with a time resolution 
of 1 sec. 

The large and 
rapid power 
fluctuations (on 
2012-06-01) from 
one of the PV 
installations are 
presented in Figure 
5. The variation over 
the day of the 
maximum power 
from the three PV  

Figure 4: The PV panels connected to SYSLAB. 
 

Figure 3: The flexible power connection of SYSLAB. 

mailto:pern@elektro.dtu.dk
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 Site Orientation Tilt Technology Nominal power

715 190° 60° poly-crystalline 2 kWp 
  mono-crystalline 5 kWp 

319 180° 40° poly-crystalline 5 kWp 
  thin film 5 kWp 

117 100° 20° poly-crystalline 5 kWp 
  thin film 5 kWp 

Table 1: PV installations in SYSLAB (2012). 

panels is presented in Figure 6. For comparison, the 
power outputs from each of the PV panels and for the 
aggregated value are presented as normalized power 
relative to the maximum power during the day. The three 
panels have different profiles during the day due to their 
different orientations and tilt-angles (Table 1). 

II. RESULTS 
Detailed examples of the 

power fluctuations are 
presented in Figure 7 around 
10 o’clock with passing clouds 
causing dips in the power 
generations, and in Figure 8 
around 12 o’clock with 
passing holes in the clouds 
causing spikes in the power 

generations. 

 
Figure 6: The hourly maximum power for the three 

PV installations over the day. 

 
Figure 5: The fluctuations of the power from one of 

the PV installations. 

Even with the relative short distances 
between the PV panels, it is very clear that the 
power fluctuations to some degree are 
uncorrelated, reducing the relative fluctuations of 
the aggregated power. 

In Figure 7 around 9:55 a cloud passed the 
PV-117 panel without affecting the PV-319 and 
PV-715 panels. Around 10:00 other clouds 
passed PV-715 and to some degree the PV-319 
panel, but with almost no impact on the PV-117 
panel. 

 
Figure 7: Details of power dips. (Approx 1 minute between the time marks) 

In Figure 8 around 12:05 holes in the clouds 
are passing the PV panels, resulting in large, but 
to some degree uncorrelated fluctuations. The 
relative fluctuations of the aggregated power 
(the power to the grid) are a lot less. 

III. CONCLUSION 
In Denmark, a distribution of PV panels over 

only 1 km will have a significant impact on the 
rapid power fluctuations of the aggregated 
power generation from the panels caused by 
passing clouds. 

 
Figure 8: Details of power spikes. (Approx 1 minute between the time marks) 
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Abstract—Accommodating more and more distributed Pho-
toVoltaic (PV) systems within load pockets has changed the
shape of distribution grids. It is not, therefore, accurate
anymore to address distribution grids just only as a lumped
load. So it will be crucial in the near future to have an
aggregate model of PV systems in distribution grids. By
doing so, it is important to develop models for PV systems
in different simulation platforms to study their behavior in
order to derive an aggregate model of them. Although, there
have been several detailed-switching model of a PV system in
EMTDC/PSCAD simulation platform in literature, these non-
proprietary switching models are slow in simulation, partic-
ularly when the number of the PV systems increases on the
grounds that in PSCAD the simulation is based on time domain
instantaneous values and requires more mathematical details
of components. Therefore, in this paper a model of the PV
system in DIgSILENT/PowerFactory is developed, which is a
proper environment to run rms simulation and works based
on the phasors and, moreover, from mathematical perspective
is more simplified. The performance of the stemming model
is compared with the switching model in PSCAD. Comparing
the simulation results of the proposed model in PowerFactory
with the model in PSCAD shows the credibility and accuracy
of the proposed model.
Keywords: Photovoltaic, PSCAD, PowerFactory, Reactive
power support

I. INTRODUCTION

High penetration of solar PhotoVoltaic (PV) systems has

shaped a new structure for distribution grid. Growing trends

in generating power from distributed PV systems have

accommodated more and more PV systems in distribution

grids. In Germany, for instance, there are currently 20 GW

installed PV systems, of which 80% have been connected in

low voltage grids [1]. This high penetration of PV systems

has also raised new challenges in distribution grids such

as voltage profile. Violation of voltage profile in some

regions in Germany has led to stopping PV installation by

utilities. To contrive a way to solve the unwanted problems

associated with high penetration, several approaches have

been proposed in recent standards and literature, for instance

the reactive power support and the active power curtailment

[2]–[5].

In power system studies, distribution grids have mainly

been modeled as a lumped load. However it is not anymore

wise to just address distribution grids as a passive load [6],

[7]. The aforementioned changes that gradually happen in

distribution grids require deeming new models of distribution

grids for static and dynamic studies of power systems.

Therefore, it is crucial to find a proper aggregate model

of distribution grids consisting of PV systems in order to

properly study the behavior of distribution grids on power

system stability and dynamics.

In order to find out a suitable aggregate model of dis-

tributed PV systems, it is required to study the behavior

of an individual PV system to discover how it functions

in the grid. A power test system including PV systems

is simulated either as a transient simulation, which uses

instantaneous values, or an rms simulation which is based on

the phasor model. In the transient simulation, components

are needed to be modeled in more mathematical details;

however, it, in turn, takes more simulation time. Although

rms simulation of the PV system using phasor model is run

faster, it excludes some mathematical details. Nevertheless, it

is important to find out differences and similarities between

these two simulation platforms and models, and then if the

dynamic behavior of both models are similar, using phasor

model is more time efficient and convenient in order to

investigate and attain an aggregated model of distributed PV

systems.

Models of a PV system in PSCAD have been addressed

in literature such as [8]–[11]. Due to the old standards in

the past, those models did not consider different reactive

power strategies; however contemporary standards, e.g. Ger-

man Grid Codes [12], allow reactive power support by PV

systems. For instance, [8] only considers unity power factor

operation and does not address the reactive power support;

Ref. [9] does not consider Maximum Power Point Tracking

(MPPT) and reactive power support; proposed model in [10]

has been mainly developed for utility application and does

not address different reactive power support strategies in

distribution grids. Ref. [11] developed a model of a PV sys-

tem which comprises four different reactive power supports

and this model was incorporated in a test distribution grid

with two PV systems. In this research a model of the PV

system based on the proposed model in [11] is developed

in PowerFactory for the rms simulation. There is already

one developed generic PV model in PowerFactory Library,

however this model has a few differences with the developed

PSCAD model, for instance the standard MPPT function is

not included and dc-link capacitor has been modeled through

power equation. Therefore, since the main aim is comparing

two identical models in a similar way, a new model is needed

to be developed in PowerFactory.

The objective of this paper is to validate two identical

models of a three-phase single-stage PV system in two differ-

ent simulation platforms, namely PSCAD and PowerFactory,

which perform simulations based on time domain instan-
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Figure 1. a) Schematic of a PV system structure connected to a distribution grid. b) Schematic of a PV system in PowerFactory.

taneous values and rms values, respectively. Four different

reactive power support strategies have been incorporated

into the models, i.e. fixed power factor, power factor as a

function of feed-in power (hereinafter called dynamic power

factor), reactive power depending the voltage Q(V), and

AC-Bus voltage regulator. In conclusion, the both designed

models are compared and simulation results demonstrate the

credibility of those models; differences between them are

shown and evaluated.

In the following, a general overview of PV systems struc-

ture will be given in section 2, differences and similarities

between two models are presented in section 3, section

4 presents results of comparison of a single PV system

connected to grid in the both simulation platforms and finally

the conclusion comes at section 5.

II. PV SYSTEMS STRUCTURE

Fig. 1 illustrates the one-line diagram schematic of a

three pahse single-stage PV system connected through a

transformer to a distribution grid. The PV system consists of

PV array, dc-link capacitor, Voltage Source Converter (VSC)

and peripheral control systems.

Solar cells are connected in series to form PV modules

and PV modules are, in turn, connected in series or in

parallel to form PV panels. PV panels are connected in

series and in parallel to form solar array in order to provide

adequate power and voltage for being connected to a grid.

The output power of PV array feeds in dc-capacitor link

which is connected in parallel and is transformed through

parallel connected VSC to AC power. The VSC terminals

are connected to the Point of Common Coupling (PCC) via

the interface reactor, shown by L and R, and a transformer.

The transformer makes an isolated ground for PV system as

well as boosting the level of output voltage of PV system

to the grid voltage level. C f is the shunt capacitor filter

that absorbs undesirable low-frequency current harmonics

generated by PV system. Distribution grid is assumed by

Thevenin model where RT h and LT h are equivalent grid

resistance and inductance, respectively.

Control system is performed in a dq-frame reference.

Phase Locked Loop (PLL) is used to synchronize control

system with the grid frequency by moving from the abc-

frame reference to a proper dq-frame reference.

A. PV array model

Analogous with a diode, PV panel current-voltage char-

acteristic is exponential and is depicted as follows:

I = Iph − I0

(

exp

(

V −RsI

VT

)

− 1

)

(1)

In (1), I and V are output current and voltage of a PV

panel respectively, Io is the dark saturation current, Rs is

the cell series resistance, Iph is the photo-generated current

and VT is the junction thermal voltage. Ref. [13] shows how

to calculate solar panel parameters Rs, Io and Iph by means

of datasheet values in Standard Test Condition (STC). Iph,

short circuit current and open circuit voltage of the panel

are linearly dependent on the irradiance and the temperature,

while Io is only the temperature-dependent [13].

As mentioned earlier solar panels are connected in series

and parallel, so the (1) can be extended as follows:

Ipv = npIph − npI0

(

exp

(

Vpv −RsIpv

nsVT

)

− 1

)

(2)

where Vpv and Ipv are PV array output voltage and current,

and ns and np are number of series and parallel panels,

respectively.

B. Controller model of PV system converter

Due to the different abc/dqo transformation, active power

and reactive power are controlled on q and d axes in

PSCAD, respectively, while it is the other way around in

PowerFactory. Nevertheless, for integrity it is here assumed

that active power is controlled on the d axis and reactive

power on the q axis. Control system in a PV system on the

each axis comprises two control loops where the inner loop

is the current control (Fig. 2) and the outer loop is the dc-

link voltage controller, which regulates active power, on the

d axis and reactive power regulator on the q axis.

Active power control in PV systems is performed through

regulating the dc-link voltage. The dc-link voltage regulator

in the Laplace domain, Fvdc(s), which in this study is an
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integrator and a lead compensator, adjusts idre f through the

dc-link voltage deviation signal (∆Vdc). In order to augment

the performance of the dc-link voltage regulator, output

power of PV can also be deployed as a feed-forward to

eliminate the nonlinearity and the destabilizing impact of

the PV array output power [9], [14].

Reactive power control can be done by different strategies.

Nevertheless, from regulator design perspective it can be

done either by regulating reactive power at a reference

value (Fig. 3(a)) or controlling the voltage at the connection

point to a set-point value (Fig. 3(b)). It must, however, be

considered that the reactive power contribution of the PV

system is limited according to the current standards [12].

Reactive power regulators, Fq(s) or Fvac(s), which in general

can be a PI controller, adjust iqre f using the reactive power

deviation signal (∆Q) or the AC-bus voltage deviation signal

(∆VAC) depending on the reactive power control strategy.

∆id = idre f − id and ∆iq = iqre f − iq are passed through current

controllers to produce Sinusoidal Pulse Width Modulation

(SPWM) signals for VSC in PSCAD.

Regarding reactive power contribution, a PV system could

carry out this task through one of the following approaches:

I Constant power factor operation: PV system feeds

reactive power into the grid irrespective of the voltage

profile.

II Dynamic power factor operation, PF(P): This method

was proposed by German Grid Codes [12] (Fig. 4).

III Droop-based control strategy, Q(V): This approach is

a droop-based control strategy and Fig. 5 depicts a

linear droop curve where the value of the dead-band

(D) depends on the network impedance [15].

IV Voltage control: this approach is sensitive to the set-

point adjustment to the extent that reactive power pump-

ing interactions among PV systems in a distribution grid

can occur [11].
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C. MPPT of PV system

The energy captured from PV array is not only propor-

tional to irradiance, but also depends upon the location of

the operating point, in Fig. 6 it can be noticed. Therefore, the

output of PV array is not necessarily equal to its maximum

and by doing so, PV system always needs additional function

to exploit maximum power of PV array which is named

Maximum Power Point Tracking in literature. As can be seen

in Fig. 1, MPPT determines the dc-link voltage reference.

MPPT is actually the most outer control loop of the PV

system that has a memory to provide the dc-link voltage

reference by measuring the output voltage and current of

PV arrays and comparing them with previous states through

a processing algorithm. Here in this paper, Incremental

Conductance (INC) [16] algorithm is employed.

III. DIFFERENCES AND SIMILARITIES

In PSCAD, active power is controlled on the q axis and

reactive power on the d axis due to abc/dq transformation

characteristic. However, in PowerFactory the d axis repre-

sents the active power control and the q axis represents



Table I
SYSTEM PARAMETERS.

PV system parameter Value

Vmp panel voltage at mpp 33.7 V
Imp panel current at mpp 3.56 A
Isc panel short circuit current 3.87 A
Voc panel open circuit voltage 42.1 V
Panel temperature coef. of Isc 0.065 %/oC

Panel temperature coef. of Voc -160 mV/oC
ns num. of series panels 14
np num. of parallel panels 6
DC link capacitor C 10 mF
Interface reactor L 4 mH
Interface reactor R 3 mΩ

Trf1 rated power 15 kVA
Trf1 voltage ratio 0.38/0.18 kV
MPPT frequency 20 Hz
MPPT perturbation size 0.337 V

Line Parameter Value

Line1 impedance 6 + 7.5j mΩ

Line2 impedance 15.5 + 3.4j mΩ

Grid Parameter Value

Grid voltage 20 kV
Grid short circuit capacity 1.15 MVA
Grid R/X ratio 0.6
Trf2 rated power 250 kVA
Trf2 voltage ratio 0.38/0.18 kV

Load Parameter Value

Rated active power 0.6 kW
Rated reactive power 0.3 kVar
Rated voltage 20 kV

Controller Parameter Value

FVdc= k
s
×

1+sT1
1+sT2

k=8.65e3 A/V/s T1=0.0232 s−1

T2=0.0011 s−1

Fcc=kpcc +
kicc

s
kpcc=8Ω kicc=2Ω/s

Fq=kpq +
kiq

s
kpq=-0.227 A/Var
kiq= -453.5 A/Var/s

reactive power. In PowerFactory, PWM converter block

contains the current control block internally and it is possible

to enable or disable it. The current control in PSCAD as

can be seen in Fig. 2 comprises of decoupled terms while in

PowerFactory the model of the current control is different.

Therefore, the built-in current control is disabled by setting

all the controller parameters to zero. Moreover, series reactor

has been also located inside the PWM converter block in

PowerFactory while in PSCAD the reactor is outside the

converter. MPPT function uses same INC algorithm in both

models.

IV. COMPARISON OF A SINGLE PV SYSTEM CONNECTED

TO GRID IN THE BOTH SIMULATIONS PLATFORMS

Two models according to Fig. 1 are built in two simulation

platforms, PSCAD and PowerFactory. The parameters of the

system are presented in Table I.

An identical simulation scenario is carried out in order

to make a fair and comprehensive comparison between two

models. Fig. 7 depicts irradiance variations during simulation

which varies stepwise for simplicity. Since PowerFactory

starts simulation around one operating point while PSCAD

simulates from scratch, the simulation are shown from the

point that PSCAD has been settled down at the initial

operating point for the both models, where irradiance is

around 1000 W/m2.

• Case 1: Comparison without MPPT
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Figure 7. Irradiance variation
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Figure 8. The dc-link voltage response to irradiance variations, without
MPPT.

In this case study MPPT is disabled and dc-link voltage

set-point vdc−re f is imposed by a constant value equal

to 471.8 V which is the voltage at the maximum power

point for irradiance equal to 1000 W/m2. The objective

of this section is only to compare the performance of

both models from numerical solving perspective not

showing the necessity of MPPT, therefore the dc-link

voltage is regulated at the STC value. Fig. 8 demon-

strates the dc-link voltage for both models followed by

irradiance variation according to Fig. 7, and as it shows

the dynamic performance of the both models are quiet

similar. Fig. 9 depicts the output power of PV system,

as can be seen the general dynamic response structures

of the both models are same, with the same numbers of

overshoot and undershoot, although the only difference

is that the size of overshoot in PowerFactory model

is a bit higher than PSCAD that might be due to the

converter model in PowerFactory.

• Case 2: Comparison with MPPT

This case study is similar to the prior case study, except

that the MPPT is enabled in this case study. Fig. 10

shows the dc-link voltage in PowerFactory model has

more oscillatory transients than PSCAD. Although the
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Figure 9. Active power response to irradiance variations, without MPPT.

same algorithm for implementing MPPT has been taken

into consideration for the both models, the difference

in the transient response might be owing to different

solvers of software. At the steady-state stage, Power-

Factory model shows no distortion around the operating

point which can be due to the switching in PSCAD

that makes confusion for the perturbation orientation in

MPPT algorithm and so it leads to oscillations around

MPP for the PV system in PSCAD. Fig. 11 depicts the

output active power of the PV system and as can be seen

the PowerFactory model response has more oscillatory

transient with higher overshoot that could be expected

from the result of the previous case study.

Increasing the MPPT frequency decreases oscillations,

as Fig. 12 shows increasing the MPPT frequency to

30 decreases considerably oscillations. Although the

final values of Vdc in different frequencies are not the

same, the difference is too small and it is due to the

perturbation step and the design criterion in INC algo-

rithm [16]. It boils down to this fact that once the PV

system operating point goes close to MPP, the MPPT

algorithm stops generating new perturbation as long as

the absolute summation of the incremental conductance

and the instantaneous conductance is smaller than a

selective small value that is 0.001 in this study [16].

Furthermore, it is obvious that increasing the MPPT

frequency increases noticeably the speed of the dc-link

voltage response.

• Case 3: Different specification for dc-link voltage con-

troller

This case study is analogous with the previous case

study, the only exception is the dc-link controller that

has been designed for another specifications. In case 2

the specifications are 60 degree phase margin and 200

Hz bandwidth, but in this case study the phase margin

is increased to 70 degree and bandwidth is also reduced

to 130 HZ that is expected to get a slower system

response. Figs. 13 and 14 show the dc-link voltage

and active power, respectively. Although both models

have more or less similar responses, the output power

response of the PV system has higher overshoots and
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Figure 10. The dc-link voltage response to irradiance variations, with
MPPT.
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Figure 11. Active power response to irradiance variations, with MPPT.
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Figure 12. The dc-link voltage response to irradiance variations in
PowerFactory for different MPPT frequencies.

undershoots. Apart from the models comparison, com-

parison of different design specifications shows that the

performance of the PV system is considerably affected

by changing dc-link specifications to the extent that in

the second design, the PV system response becomes

slower. Therefore, regarding making equivalent of PV

systems in grid, one should deem this issue.
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Figure 13. dc-link voltage response to irradiance variation, with MPPT.

5 10 15
4

5

6

7

8

9

10

11
x 10

−3

 

 

PSCAD

PowerFactory

P
s

[M
W

]

time [s]

Figure 14. Active power response to irradiance variation, with MPPT.

• Case 4: Comparison reactive power strategies with

MPPT

In this case study, the behavior of the PV system in

both models, with the last three aforementioned reactive

power strategies, is taken into account. Figs. 15 and 16

show reactive power at PCC and the PCC voltage for the

dynamic power factor control (strategy II). The reactive

power is less oscillatory in the PowerFactory model.

For studying the droop-based reactive power control

strategy (strategy III), a grid voltage incident is created

by increasing 5 % the grid voltage at t=6 sec and

return to its initial value after 1 sec while the irradiance

remains constant at 1000 W/m2. The droop parameter,

D, in Fig. 5 is set to 0.03. Figs. 17 and 18 show the

reactive power at PCC and the PCC voltage for droop-

based reactive power control strategy, respectively.

In the voltage control method (strategy IV), the voltage

of the PCC is regulated to a desired set-point. The

voltage set-point for the voltage control strategy is

chosen according to the voltage at PCC once the PV

system is connected to the grid and works with half

of the nominal power. Figs. 19 and 20 show reactive

power at PCC and the PCC voltage for voltage control

strategy, respectively.
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Figure 15. Reactive power at PCC, dynamic power factor strategy (II),
with MPPT.
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Figure 16. The PCC voltage, dynamic power factor strategy (II), with
MPPT.
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Figure 17. Reactive power at PCC, droop control strategy (III), with MPPT.

• Case 5: Three-phase to ground fault with MPPT

This case study demonstrates the effect of the three-

phase to ground fault on the PV system for the strategy

IV. Irradiance is kept constant at 1000 W/m2 and a

fault incident is occurred at the load connection point
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Figure 18. The PCC voltage, droop control strategy (III), with MPPT.
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Figure 19. Reactive power at PCC, voltage control strategy (IV), with
MPPT.
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Figure 20. The PCC voltage, voltage control strategy (IV), with MPPT.

at t=6 s and cleared 100 ms later. The fault impedance

is resistive and equal to 0.008 Ω. The dc-link bus

voltage is shown in Fig. 21, as expected from power

equation across the dc-link capacitor, the dc-link voltage

is boosted. During fault interval, the transient behavior

of both model are quiet similar. However, after fault

clearance the transient response of both models have

slight differences. Figs. 22 and 23 show active power
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Figure 21. dc-link voltage response to three-phase to ground fault, with
MPPT.
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Figure 22. PV active power response to three-phase to ground fault, with
MPPT.

and reactive power of the PV system, respectively.

As can be seen, the general trajectory of responses

is the same in both models, however there are slight

differences specially after fault clearance. The reactive

power contribution during fault is too small. This is

because of small active power that is provided by PV

array to feed dc-link capacitor and it is, in turn, due to

the PV output voltage that is shifted towards the open

circuit voltage where the PV output power becomes

zero.

V. CONCLUSION

In this paper a model of a three-phase single-stage PV

system was developed in PowerFactory platform. The perfor-

mance of the developed was compared and confirmed with

the PSCAD model, which was stemming from the previous

research. The results show that both models are responding

similarly to irradiance variation, although there are slight

differences in the transient period subsequent to changes that

might be due to MPPT function and numerical solving issues

in the control system that are related to different solvers that

are used in both software. Nevertheless, the results show

that using rms values based simulations in PowerFactory
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Figure 23. Reactive power at PCC, three-phase to ground fault, with
MPPT.

can provide us with quite similar results using time domain

instantaneous values. Therefore, the performance of large

number of PV systems can be easily studied using rms

simulations.
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Coordinated droop based reactive 
power control for distribution grid 
voltage regulation with PV systems 

A. Samadi, R. Eriksson and L. Söder 

 

The German Grid Codes (GGC) proposes a standard active power dependent (APD) characteristic, 

Q(P), to support the voltage profile via a PV system’s reactive power as shown in Fig. 1 , where P and 

Pmax show the feed-in and the maximum active power of the generator unit, respectively [1]. The 

GGC standard Q(P) characteristic requires the PV system to operate in an under-exited mode when 

the feed-in active power goes beyond a threshold of 50% of Pmax in order to alleviate the possible 

voltage rise. In the GGC standard characteristic, the required reactive power of each PV system is 

determined based on its feed-in power and independent of its location in the grid.  According to the 

GGC, the distribution system operators (DSO) can use a different characteristic from the standard 

characteristic depending upon the grid configuration, however, it is not clarified how to define such a 

characteristic and it is devolved to the DSO. Moreover, since the standard characteristic does not 

consider the voltage profile, its employment can cause unnecessary reactive power consumption. 

Considering large number of PV systems in grids, unnecessary reactive power consumption boosts 

the total line losses. Moreover, large amount consumption of reactive power by PV systems may also 

jeopardize the stability of the network in the case of contingencies in conventional power plants, 

which supply reactive power [2].  

cosϕ (P)

P/Pmax

0.9/0.95

0.9/0.95

1
10.50.2

over excited

under excited

 

Fig. 1: Standard characteristic curve for cos(P) 

Therefore, it is a matter of need to develop an APD method that can provide a coordinated, 

systematic characteristic for each PV system along a feeder. The voltage sensitivity matrix is utilized 

to propose a coordinated individual characteristic curves between reactive power and active power 

for each PV system along a radial feeder by using only local measurements. Since the grid 

configuration is addressed in the voltage sensitivity matrix, the proposed method basically introduces 

a characteristic based on the grid configuration for each PV system. The voltage sensitivity matrix has 

been used in [3] to compare impacts of active power curtailing and reactive power support through 



PV systems on the voltage profile in low voltage grids. The voltage sensitivity matrix in [4] is used to 

define coordinated droop factors in the active power curtailment of PV systems. The sensitivity 

matrix contents and control theories are employed in [5] to demonstrate the voltage control 

interaction among PV systems. The voltage sensitivity matrix is used in [6] to eliminate the voltage 

variation at a target node due to the operation of a wind turbine in a microgrid via reactive power 

support. In the proposed APD method, the voltage sensitivity matrix is employed to systematically 

design two main parameters of the GGC Q(P) characteristic for each individual PV system in a radial 

grid, namely the active power threshold and the slope factor.  The proposed APD method considers 

all the variants for designing the slope factor and the power threshold. The results demonstrate that 

the proposed method can regulate the voltage to the steady-state voltage limit, while the voltage 

regulation in the GGC method is not addressed. Because the proposed method explicitly includes the 

steady-state voltage limits. By doing so, the proposed APD method can decrease the total consumed 

reactive power by PV systems as well as active power loss caused by reactive power in comparison 

with the GGC. 

In active power dependent methods do not directly measure the voltage as an input. This can, 

therefore, be noted as a shortcoming of these methods on the grounds that demand variations might 

simultaneously be in a harmony with the generation for the long range of time periods. PV systems 

may consequently consume reactive power while there is no voltage violation. Concerning high 

penetration of PV systems, as mentioned earlier unnecessary reactive power consumption by PV 

systems is undesirable. Therefore, using the droop-based voltage (DBV) regulation can prevent 

unnecessary reactive power usage. 

Coordination of droop parameters among several PV systems is a challenge on the grounds that PV 

systems at the beginning of the feeder participate less in the voltage regulation compared to those at 

the end. The voltage sensitivity matrix is used to propose a coordinated voltage droop parameters 

for individual PV systems along a radial grid. 

The graphical DBV regulation is shown in Fig. 2 . In the DBV regulation, reactive power supports the 

voltage profile once the voltage is outside a dead-band, which is defined either by standards or 

distribution system operators. Since voltage rise is more of a concern in this approach, only the right 

hand side of the graph shown in Fig. 2 is taken into consideration. Once the voltage profile hits the 

dead-band limit, PV systems must contribute reactive power to support the voltage in accordance 

with occurred voltage deviations. 



 

Fig.2 : Graphical schematic of droop-based voltage control. 
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Equivalent modelling of several PV power plants 
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I. Introduction:  

The main objective of this study and report is making an equivalent model of several PV power plants 
connected to a grid and, along with it, investigating the probability of reactive power counteractions 
among PV plants that might not be seen and addressed in the equivalent model.  Therefore the work 
that has been done so far is bulleted as follows:  

• Studying and inspecting the final model that was developed by [1] 
• Making the template of the aforementioned model in PowerFactory to make integration of 

duplicated models easily 
• Making equivalent of the PV plant model by scaling up the current model 
• Running different scenarios 

 
II. PV System Model in PowerFactory 

The employed PV model in PowerFactory in this research consists of PV array model, Maximum 
Power Point Tracking (MPPT), dc-bus capacitor, static generator and peripheral control systems. The 
PV model is also associated with a voltage control regulator as Fig. 1, where Fvac(s) can, in general, be 
a PI controller. Fvac(s) adjusts reactive power in such a way to regulate the voltage.  
 

 
Fig.1 Block diagram of the voltage control in the PV model. 

 
 
III. Equivalent Model 

Since the equivalent (aggregated) model is supposed to be connected to the same voltage level as 
individual PV systems in the non-aggregated model, only the power level of the current PV model 
should be manipulated to make the equivalent model. In other words, the dc-link voltage remains 



similar in the both equivalent PV model and individual PV systems in non-aggregated model.  In order 
to change the power level, the number of the parallel solar panels must be changed. Furthermore, 
considering identical voltage level and the following power equation across the dc-link capacitor, it is 
clear that the capacitor size must be also multiplied by the number of individual PV systems in the 
equivalent.  

21
2

dc
dc ac

dvC P P
dt

−  

The power rating of the equivalent transformer for the equivalent model is calculated based on the 
number of individual PV systems in the equivalent model and the transformer rating of one individual 
PV system. In PowerFactory the transformer impedance is indicated in per-unit. Therefore via 
increasing the rating power of the transformer by the factor of the number of individual PV systems, 
the impedance of the equivalent transformer decreases by the same factor, which is in conjunction 
with the Thevenin impedance  of the parallel transformers in case of individual PV systems.  

IV. Case Study 

It is assumed that three individual PV systems are connected through three transformers to the medium 
voltage bus-bar (MV-A) and, in turn, through a line to the Thevenin model of the grid, it is shown on 
the right hand side of Fig. 2. As can be also seen on the left hand side of Fig. 2, the equivalent of these 
three PV systems has been built and incorporated into the same simulation framework, and it is 
connected through the equivalent transformer to a medium voltage bus (MV-B) and, in turn, through 
the same identical line to the Thevenin model of the grid. Nominal power of non-aggregated PV 
model is 450 kW. The gird and PV data has been given in Table I. 

 

Fig. 2: Schematic of the case study grid  
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 Table I: The grid and PV system data are 

PV Panel Parameters 
Maximum Current 

Imp 
Maximum Voltage 

Imp 
Short Circuit Current  

Isc 
Short Circuit Voltage 

Vsc 
3.56A 33.7 V 3.87  42.1 A 

Non-Aggregated 
Transformer Parameter 

Nominal Power Voltage ratio and 
type 

Short Circuit voltage, 
uk 

Resistive Short Circuit 
voltage, ukr 

560 kVA 10/0.4 kV, Dyn11 4% 2% 

Equivalent Transformer 
Parameters  

Nominal Power Voltage ratio Short Circuit voltage, 
uk 

Resistive Short Circuit 
voltage, ukr 

1.89 MVA 10/0.4 kV, Dyn11 4% 2% 

Line parameters 
Rated Voltage Rated Current  Resistance Reactance 

15 kV 355A 2.5Ω 5Ω 
 

V. Simulation Results  

For simplicity, irradiance is varied step-wise. In order to consider and address all the aspects, possible 
scenarios are studied. The following assumptions are similar in all scenarios: 

• All PV systems are associated with MPPT. 
• All PV systems are associated with the voltage controller. 
• The voltage controller is a pure integrator (I). 

 

A. Scenario 1 

In this scenario following assumptions are considered: 

• Irradiance level is varied identically for all PV systems in the non-aggregated model. 
• In the non-aggregated model, all individual transformers are identical. 
• Voltage controller parameters are identical. 
• PV systems are supposed to regulate the voltage at the LV bus.  
• The voltage set-point is adjusted to 1.01 p.u. 

Fig. 3 shows that the irradiance initially is 1000 W/m2 for both PV models and then at t=1.5 s the 
irradiance is changed identically to 500 W/m2 for both PV models.  

As can be seen in the Fig. 4, the total injected active powers are same in the both non-aggregated and 
aggregated model. The dc-link voltages for PV systems in both models have been shown in Fig. 5, and 
as expected, they are identical which boils down to identical irradiance variations. As Fig. 6 depicts, 
the total contributed reactive powers to regulate the voltage to the set-point are also same. In other 
words, there is no counteraction among individual PV systems in non-aggregated model, and 
aggregated model is, therefore, a correct representative of the aggregation. Fig. 7 (a) illustrates that 
LV-bus voltages, in non-aggregated and aggregated model, have been kept constant and are identical 
in both models. Fig. 7 (b) also shows MV-bus voltages for both models, and as can be seen MV-bus 
voltages are also similar in both models.  
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Fig.3: Irradiance variation in Scenario 1 
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Fig.4: Total active power in scenario 1 
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Fig.5: dc-link voltages in scenario 1 
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Fig.6: Total reactive powers in scenario 1 
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Fig. 7: AC voltages in scenario 1: (a) LV buses.  (b) MV buses. 
 

B. Scenario 2 

In this scenario following assumptions are considered: 

• Irradiance level is varied differently for PV systems in the non-aggregated model. 
• In the non-aggregated model, all individual transformers are identical. 
• Voltage controller parameters are identical. 
• PV systems are supposed to regulate the voltage at the LV bus.  
• The voltage set-point is adjusted to 1.01 p.u. 

In contrast to scenario 1, in this scenario the variability of the irradiance among individual PV systems 
is also taken into account. In other words, it is assumed that individual PV systems in non-aggregated 
model are exposed to the different irradiance. Furthermore, the irradiance of the aggregated model is 
assumed to be the mean value of irradiance levels of individual PV systems in non-aggregated model. 
As Fig. 8 shows, the irradiance initially is 1000 W/m2 and it is varied at t=1.5 s to 500, 400 and 300 
W/m2  for PV1, PV2 and PV3 in non-aggregated model, respectively, and, in turn,  the irradiance of 
aggregated model (PV Equ) is varied to 400  W/m2. 
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Fig. 8: Irradiance variation in Scenario 2 

 

As can be seen in the Fig. 9, similar to scenario 1, the total injected active powers are same in the both 
non-aggregated and aggregated model. The dc-link voltages for PV systems in both models have been 
shown in Fig. 10, they are identical before t=1.5 s and afterwards they settle down in conjunction with 
the related irradiance and since the PV2 in the non-aggregated model and the aggregated PV model are 
exposed to the same irradiance, their steady-state voltages are same.  

As Fig. 11 depicts, the total contributed reactive powers to regulate voltage to the set-point are also 
same in both models (=-0.026 Mvar). Nevertheless, it is obvious that the reactive power of PV3 is on 
the edge towards capacitive; therefore, in scenario 3 another irradiance variation will be addressed to 
investigate more. Fig. 12 (a) illustrates that LV-bus voltages in non-aggregated and aggregated model 
have been kept constant and are identical in both models. Fig. 12 (b) also shows MV-bus voltages for 
both models, and as can be seen MV-bus voltages are also similar in both models. 
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Fig. 9: Total active power in scenario 2 
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Fig. 10: dc-link voltages in scenario 2 
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Fig. 11: Total reactive powers in scenario 2 

 

   
   

   
   

   
 V

ol
ta

ge
 [p

.u
] 

 
(a) 

   
   

   
   

   
 V

ol
ta

ge
 [p

.u
] 

 
(b) 

Fig. 12: AC voltages in scenario 2: (a) LV buses. (b) lower figure) MV buses 
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C. Scenario 3 

In this scenario following assumptions are considered: 

• Irradiance level is varied differently for PV systems in the non-aggregated model. 
• In the non-aggregated model, all individual transformers are identical. 
• Voltage controller parameters are identical. 
• PV systems are supposed to regulate the voltage at the LV bus.  
• The voltage set-point is adjusted to 1.01 p.u. 

This scenario except the irradiance variation scheme is similar to scenario 2. In scenario 3 the 
irradiance is changed as Fig. 12.  
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Fig. 13: Irradiance variation in Scenario 3 

 

Concerning the active power, the summation of individual active power of each non-aggregated PV 
models is equal to 0.370 MW that is analogous to aggregated model (Fig. 14). Fig. 15 shows that dc-
link voltages. 

Regarding the reactive power, Fig. 16, it is obvious that in non-aggregated model, PV3 works in 
capacitive mode while PV1 and PV 2 work in inductive mode. Nevertheless, the total reactive power 
in non-aggregated model is equal to the aggregated model (=-0.026 Mvar). Furthermore, as can be 
seen in Fig. 17 (a), LV-bus voltages are also regulated to the set-point properly. Therefore, even 
though the PV systems in non-aggregated model are working in different modes (inductive and 
capacitive), it has no negative effect on the voltage regulator performance.   
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Fig. 14: Total active power in scenario 3 
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Fig. 15: dc-link voltages in scenario 3 
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Fig. 16: Total reactive powers in scenario 3 
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Fig. 17: AC voltages in scenario 3. (a) LV buses. (b) MV buses. 
 

D. Scenario 4  

In this scenario following assumptions are considered: 

• Irradiance level is varied differently for PV systems in the non-aggregated model. 
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• In the non-aggregated model, individual transformers are different. 
• Voltage controller parameters are identical. 
• PV systems are supposed to regulate the voltage at the LV bus.  
• The voltage set-point is adjusted to 1.01 p.u. 

In contrast to scenario 3, in this scenario is assumed that individual transformers in non-aggregated 
model are not identical anymore. Therefore, the rating power of transformer 2 and 3 is decreased by 
10%. The results show that the main difference is in the reactive power. Fig. 18 shows total reactive 
powers in both models. Before t=1.5 s all PV systems are working in inductive mode and the total 
reactive power of the non-aggregated model is equal to (-0.143×2-0.159=) -0.445 Mvar while the total 
reactive power of the aggregated model is -0.455 Mvar. Therefore, there is 0.01 Mvar difference 
between non-aggregated and aggregated model. It can be seen from Fig. 18 that by changing 
irradiance at t=1.5 s, PV2 and PV3 start working in capacitive mode while PV1 functions in inductive 
mode. Therefore, compared to scenario 3 the operation mode of the PV2 has changed. Moreover, the 
total reactive power of the non-aggregated model and aggregated model settle down at (-
0.045+0.001+0.026=)-0.018 Mvar and -0.026 Mvar, respectively. Therefore, the difference between 
reactive power of non-aggregated model and aggregated model is 0.008 Mvar.  Fig. 19 shows LV-bus 
and MV-bus voltages, it can be seen that LV-bus voltages are regulated to the set-point. Therefore, one 
can draw this conclusion that there is no counteraction between controllers on the grounds that 
irrespective of different operation modes (capacitive or inductive) among individual PV systems and 
different total reactive powers between aggregated and non-aggregated model, the voltage regulation 
is fulfilled satisfactory. Moreover, compared to scenario 3, one can also conclude that the total reactive 
power deviation is due to non-uniformity of individual transformers in non-aggregated model. 
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Fig. 18: Total reactive powers in scenario 4 
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Fig. 18: Total reactive powers in scenario 4. 
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Fig. 19: AC voltages in scenario 4. (a) LV buses. (b) MV buses. 
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E. Scenario 5 

In this scenario following assumptions are considered: 

• Irradiance level is varied differently for PV systems in the non-aggregated model. 
• In the non-aggregated model, individual transformers are not identical. 
• Voltage controller parameters are different. 
• PV systems are supposed to regulate the voltage at the LV bus.  
• The voltage set-point is adjusted to 1.01 p.u. 

In contrast to scenario 4, in this scenario voltage controller parameters of PV systems in non-
aggregated model are also varied to make voltage controllers dissimilar. As mentioned earlier, the 
voltage controller is a pure integrator (I). In this scenario the integral gain of PV1 and PV2 voltage 
controllers are varied from -0.005 to -0.002 and -0.009, respectively, and the integral gain of PV1 
voltage controller is kept as previous (-0.005). The results show that there is no difference in steady-
state values compared to scenario 4. However, as can be seen in Fig. 20, the dynamic behavior of 
reactive powers is slightly different in scenario 5 compared to scenario 4. 
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Fig. 20: Total reactive powers in scenario 5 

 

F. Scenario 6 

In this scenario following assumptions are considered: 

• Irradiance level is varied differently for PV systems in the non-aggregated model. 
• In the non-aggregated model, individual transformers are different. 
• Voltage controller parameters are considered both identical and different. 
• PV systems are supposed to regulate the voltage at the MV bus.  
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• The voltage set-point is adjusted to 1 p.u. 

In contrast to scenario 4, in this simulation assumed that PV systems are supposed to regulate the 
voltage at the MV-bus. Moreover, the voltage controller is firstly assumed to be identical and then it 
will be changed.  

In the case of similar voltage controllers, the results demonstrate that there is no difference in the total 
injected active power and dc-link voltage. However, there is significant change in the reactive power 
behavior. As shown in Fig. 21, reactive powers of individual PV systems in non-aggregated model are 
equally participating in the voltage regulation. In other words there is no reactive power circulation 
among individual PV systems. However, there is small deviation between total reactive power of 
aggregated and non-aggregated model that might be due to dissimilar individual transformers. Fig. 22 
(b) shows that MV-bus voltages have been identically regulated.  
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Fig. 21: Total reactive powers in scenario 6, similar regulators 
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Fig. 22: AC voltages in scenario 6 with similar regulators: (a) LV buses. (b) MV buses. 
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Fig. 23: Total reactive powers in scenario 6, dissimilar regulators 
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Fig. 24: AC voltages in scenario 6 with dissimilar regulators: (a) LV buses. (b) MV buses. 

 

In order to consider the effect of different voltage regulator parameters, voltage regulator parameters 
are changed similar to the scenario 5. Fig. 23 depicts that reactive power contribution are not anymore 
equally distributed between individual PV systems in non-aggregated model. Nevertheless, the total 
reactive power of non-aggregated model (-0.219 Mvar) remains as previous. Fig. 24 (b) shows MV-
bus voltages have been identically regulated. 

 

VI. Conclusion 
The bottom line of this study is that, although, reactive power operation mode of individual 
PV systems in non-aggregated model might be different (capacitive or inductive), the 
performance of the voltage regulator in both aggregated and non-aggregated model would be 
similar.  
 

VII. References 

[1] Mahmood F. Improving the Photovoltaic Modelin PowerFactory. 2012. EES Examensarbete / 
Master Thesis, XR-EE-ES 2012:017                  http://www.diva-
portal.org/smash/record.jsf?searchId=2&pid=diva2:571921     

  

 

12,009,6007,2004,8002,4000,000 [s]

1,06

1,04

1,02

1,00

0,98

0,96

LV1: Voltage, Magnitude in p.u.
LV 2: Voltage, Magnitude in p.u.
LV 3: Voltage, Magnitude in p.u.
LV Equivalent: Voltage, Magnitude in p.u.

     
     

    
    

     

     

D
Ig

S
IL

E
N

    
     
     
     

12,009,6007,2004,8002,4000,000 [s]

1,0425

1,0300

1,0175

1,0050

0,9925

0,9800

MV A: Voltage, Magnitude in p.u.
MV B: Voltage, Magnitude in p.u.

    
    

     

     



 



Evaluation of Reactive Power Support Interactions

Among PV Systems Using Sensitivity Analysis

Afshin Samadi, Robert Eriksson and Lennart Söder

KTH Royal Institute of Technology

School of Electrical Engineering

Department of Electric Power Systems

Stockholm, Sweden 10044

Email: afshin.samadi@ee.kth.se, robert.eriksson@ee.kth.se, lennart.soder@ee.kth.se

Abstract—Growing trends in generating power from dis-
tributed PhotoVoltaic (PV) systems has accommodated more
and more PV systems within load pockets in distribution grid.
This high penetration has brought about new challenges such
as voltage profile violation, reverse load flow and etc. A few
remedies have been imposed by grid codes such as reactive
power contribution of PV systems and active power curtail-
ment. This study applies two analytical methods from control
science to find the possibility of controllability among the PV
systems in a distribution grid for voltage profile control at
specific set-points through reactive power regulation and active
power curtailment. For this purpose, the voltage sensitivity
matrix is used as the steady-state gain of the multi-variable
system. The first method is Relative Gain Array (RGA), in
which RGA of the voltage sensitivity matrix is utilized as a
quantitative measure to address controllability and the level
of voltage control interaction among PV systems. The second
method is Condition Number (CN), in which Singular Value
Decomposition (SVD) of the voltage sensitivity matrix is used
as a mathematical measure to indicate the voltage control
directionality among PV systems. Two radial test distribution
grids with different feeder R/X ratio, overhead line and
underground cable, which consist of five PV systems, are used
to calculate load flow and, in turn, voltage sensitivity matrix.
The results demonstrate that decentralized voltage control to
specific set-points is basically impossible in the both systems.
It is also shown that voltage control directionality of the both
systems is increased by reactive power regulation compared to
active power curtailing.
Keyword: Photovoltaic, Voltage sensitivity matrix, RGA, SVD.

I. INTRODUCTION

Growing trends in PhotoVoltaic (PV) system installations

due to encouraging feed-in-tariffs and long-term incentives

have led to high penetration of PV systems in distribution

grids. In Germany, for instance, there are currently 20 GW

installed PV systems, of which 80% have been connected

in low voltage grids [1]. Due to recent drop in costs of

PV systems, especially PV panel technologies, grid-parity

is not anymore unimaginable and will in near future come

close to reality [2]–[4]. High penetration of PV systems

without incentives is more likely to be interesting in different

countries and markets rather than limited countries. For

example, Italy and Spain are following Germany.

This high penetration of PV systems has also raised new

challenges in the distribution grid such as voltage rise.

Violation of voltage profile in some regions in Germany has

led to stopping PV installation by utilities. To contrive a

way to solve the unwanted problems associated with high

participation of PV systems, reactive power contribution of

PV systems has been proposed in recently under-codified

standards, e.g. German Grid Codes [5]. Several approaches

have been proposed for reactive power support [6]–[9]. One

of these approaches is voltage control at the connection

point of PV to grid. In the previous research [10], it was

shown that this method is sensitive to adjusting set-points to

the extent that improper set-points may lead to interaction

among PV systems in the same vicinity. In [11], determinant

of voltage sensitivity matrix from load flow calculation has

been employed to study the impact of the R/X ratio on

the effectiveness of using active and reactive power for

regulating voltage profile. In [9], sensitivity matrix has also

been used to show the difference between a system with

overhead line and underground cable. However, the level

of interaction and directionality among the PV systems

regarding voltage control to specific set-points has not been

addressed in the previous literature.

The aim of this paper is to address the possibility of con-

trollability among PV systems for voltage profile regulation

to specific set-points via two analytical control methods. For

this investigation, the voltage sensitivity matrix, which can

be derived via the load flow calculation, is used as the steady-

state gain of the understudy system. The first method is Rela-

tive Gain Array (RGA) [12], [13] that is employed to analyze

and evaluate the controllability and level of voltage control

interaction among the PV systems. The second method is

Condition Number (CN), in which mathematical measure of

directionality is provided by Singular Value Decomposition

(SVD). This method is a useful way to quantify how the

range of possible gains of a multi-variable process varies

for an input direction [13], [14]. Wide (or narrow) range

of possible gains for a process implies large (or small)

directionality.

Sub-matrices of the voltage sensitivity matrix indicate the

sensitivity of the bus voltages and angels to the variation

of active and reactive power at buses. The RGA and CN

of the voltage sensitivity sub-matrices, in turn, indicate the

degree of the interaction and directionality, respectively. The

relation of feeder R/X ratio and the distance between buses in

a distribution grid for voltage control is of concern. Applying

the aforementioned methods provides an analytical view that

how the voltage control interaction and directionality among

PV systems in a distribution grid would be affected by the

distance and R/X variation.

Two radial test distribution grids with different feeder R/X

ratio, overhead line and underground cable, are employed as



the test platform. MATLAB environment is used to calculate

the voltage sensitivity matrix and investigate it further via

RGA and CN. Derived results, in conclusion, demonstrate

decentralized voltage control to specific set-points through

the PV systems in the distribution grid is fundamentally

impossible due to the high level voltage control interaction

and directionality among the PV systems.

In the following, a general overview of the voltage sensi-

tivity will be given in section 2, basic of RGA and condition

number are presented in section 3 and section 4 respectively,

section 5 presents the simulation platform and section 6 deals

with the results and finally the conclusion comes at section

7.

II. VOLTAGE SENSITIVITY MATRIX

Voltage Sensitivity matrix is a measure to quantify the

sensitivity of bus voltages (|V|) and bus angles (θ ) with

respect to injected active and reactive power for each bus

except slack bus. Sensitivity matrix is obtained through

partial derivative of load flow equations, g(|V|,θ ), as follows

[15]:

[

∆θ

∆|V |

]

=

[

∂gP(θ ,|V |)
∂θ

∂gP(θ ,|V |)
∂ |V |

∂gQ(θ ,|V |)

∂θ

∂gQ(θ ,|V |)

∂ |V |

]−1
[

∆P

∆Q

]

=

=

[

SV
θ ,P SV

θ ,Q

SV
|V |,P SV

|V |,Q

]

[

∆P

∆Q

]

(1)

Voltage sensitivity matrix consists of four sub-matrices that

denote the partial derivatives of bus voltage magnitude and

angle with respect to active and reactive power. Due to

importance of the voltage magnitude regulation by variation

of active and reactive power, sub matrices that are related to

variation of voltage magnitude, SV
|V |,P and SV

|V |,Q, are of more

interest and concern in this study. Each element of these sub

matrices, e.g. SV
i j, is interpreted as the variation that would

happen in a voltage at bus i if the active power (or reactive

power) at bus j changed 1 p.u. Voltage sensitivity matrix

represents the open loop gain of the system which is later

used as the steady state transfer function of the system to

conduct some investigation.

Equation (1) represents a linearized form of the system

equations. Keeping this in perspective, it follows from (1)

that voltage magnitude variation corresponds to active and

reactive power variation and consequently in order to keep

the voltage magnitude theoretically constant, following is

deducted which can be also employed as a measure to

determine the degree of active-reactive power dependency.

∆Q =−SV
|V |,Q

−1
SV
|V |,P∆P = J∆P. (2)

Equation (2) is used later to compare the relation between

the reactive power and active power while the voltage profile

is perfectly controlled.

III. RGA METHOD

Although the RGA was basically introduced by Britsol

[12] for pairing the input and output variables in a decentral-

ized control system, it has also been exploited as a general

measure of controllability [13], [14]. The relative gain array

has been addressed in many literatures and is frequently

employed as a quantitative measure of controllability and

control loop interaction in decentralized control design. The

RGA is originally formulated for steady state analysis and

later it was extended to include the dynamics [13]. In this

study, the RGA concept is used to analyze the voltage

sensitivity matrix, which is calculated from system algebraic

equations and therefore does not comprise dynamic.

The proposed interaction measure through RGA indicates

how the apparent transfer function between manipulated or

input variable (ui) and controlled or output variable (y j)

is affected by control of other controlled variables. This

measure is shown by λi j and is described by the ratio of

the transfer function between a given manipulated variable

and controlled variable while all other loops are open, and

the transfer function between the same variables while all

other outputs are closed as follows:

λi j =

(

∂yi

∂u j

)

| uk 6= jconstant
(

∂yi

∂u j

)

| yk 6= jconstant
(3)

In other words, the RGA is the ratio of the open loop gain

between two variables to the closed loop gain of the same

variables while other outputs are perfectly controlled. For a

MIMO system with G(0) as the steady sate transfer function,

the RGA is attained as follows:

Λ(G(0)) = G(0)×
(

G(0)−1
)T

(4)

Where × denotes element-by-element multiplication.

Equation (3) demonstrates that the open loop gain between

y j and ui changes by the factor λ
−1
i j while the rest of

loops are closed by integral feedback control. This implies

that the pairing should be preferred for RGAs that are as

close to unity as possible. λi j=1 implies that there is no

interaction with other control loops. Intuitively, decentralized

control requires an RGA matrix close to identity [13]. In a

decentralized control, the MIMO process works as several

independent SISO sub-plants. If RGA elements are greater

than one, the decoupling or inverse-based controller can

be used to decouple interactions. However, systems with

large RGA elements are basically hard to control owing

to big interactions and input uncertainties; by doing so,

inverse based controller should be prevented since it is not

robust. Pairing with negative RGA elements must be avoided

because those lead to integral instability.

Sub-matrices of the voltage sensitivity matrix in (1) are

steady-state gain of the system and by doing so the RGA of

SV
|V |,P and SV

|V |,Q are given as follows:

Λ(SV
|V |,Q) = SV

|V |,P ×

(

(

SV
|V |,P

)

−1
)T

(5)

Λ(SV
|V |,Q) = SV

|V |,Q ×

(

(

SV
|V |,Q

)

−1
)T

(6)

The RGA of SV
|V |,P in (5) can be used to study the possibility

of controllability and interaction among voltage controllers

of PV systems via power curtailing in order to regulate the

voltage of buses to specific set-points. The RGA of SV
|V |,Q

in (6) is used to investigate the possibility of controllability

and interaction among voltage controllers of PV systems to
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Figure 1. Test distribution grid.

regulate voltage of buses to specific set-points via regulating

reactive power.

To sum up, in RGA method, the voltage sensitivity matrix

must first be derived. Then, RGA of sub-matrices SV
|V |,P

and SV
|V |,Q are calculated. In the next step RGA values

are evaluated. RGA values close to one demonstrate a

decentralized system. If the RGA values are big but less

than 5, the decoupling compensators can be used to make

the system decentralized. However, large RGA values, more

than 5, correspond to controllability problems because of big

interactions and input uncertainties [13].

IV. CN METHOD

Another measure to quantify the level of interaction in

multi-variable systems is condition number. CN of a system

is defined as the ratio between maximum and minimum

singular values of the system, which are computed using

SVD [13], [14]:

γ(G(0)) =
σ̄(G(0))

σ(G(0))
(7)

A process with large CN implies high directionality and

is called to be ill-conditioned [13]. The steady state gain

of MIMO process varies between σ(G(0)) and σ̄(G(0)).
Wide range of possible gains for a MIMO system indicates

large directionality. Such a plant is often considered sensitive

to uncertainty that, in turn, will lead to a poor robust

performance [13]. Moreover, a large CN results in control

problem. A large CN may be brought about by a small

singular value that is generally undesirable.

In a nutshell, in CN method, the voltage sensitivity matrix

must first be derived. Then, SVD of sub-matrices SV
|V |,P and

SV
|V |,Q are computed and consequently CN is calculated. CN

larger than 50 demonstrates controllability problems [13].

V. PLATFORM OF THE SIMULATION

Radial grid in Fig. 1, which consists of five houses

connected through a step down transformer to a medium

voltage grid, is employed as a test grid in this paper. In

this study, it is assumed that all the houses have been

equipped with PV systems. In this grid both overhead lines

and underground cables are taken into consideration in order

to study the effect of the R/X ratio. The parameters of the

test radial grid have been given in Table I [9].

In the load flow calculation, the slack bus is naturally

excluded from sensitivity matrix. Moreover, in the sensitivity

matrix, rows and columns corresponding to buses that have

no PV systems are also neglected.

Table I
RADIAL TEST GRID PARAMETERS.

Grid impedance 1.4e-4 +1.4e-4i p.u.

Transformer impedance 0.0043 + 0.0067i p.u.

Over head line impedance per km 0.0516 + 0.0375i p.u.

Underground cable impedance per km 0.0400 + 0.0102i p.u.

Rated total net load 20 kW

Base Voltage 400 V

Base Power 20 kW

1 2 3 4 5
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

 

 

S
V

|V|,P

S
V

|V|,Q

Bus numbers

S
en

si
ti

tv
it

y
In

d
ex

Figure 2. The sensitivity spectrum of the diagonal elements of SV
|V |,P and

SV
|V |,Q for overhead lines.

VI. RESULTS

A. Sensitivity matrix characteristic

Figs. 2 and 3 show the spectrum of the diagonal ele-

ments of SV
|V |,P and SV

|V |,Q for overhead lines and cables,

respectively. As it was expected the sensitivity to reactive

power in overhead line is noticeably bigger than underground

cable. Nevertheless, in case of underground cable, it can

be seen that at the beginning of the feeder, sensitivity to

reactive power is higher compared to active power, but as

approaching to the end of feeder it gets the other way around.

Therefore, even though resistive part of the underground

cable is dominant, controlling voltage profile by regulating

reactive power at the beginning of the feeder, seems to be

more effective.

B. Voltage regulation active-reactive power dependency

Irrespective of the operating point and R/X ratio, (2)

yields an upper triangular matrix. Nevertheless, the diagonal

elements and first row of the matrix, which are dominant

elements, vary significantly between the overhead line and

underground cable. Figs. 4 and 5 depict the spectrum of

those elements.

The characteristics of the matrix is summarized as follows:

• The first entry in the diagonal and the first row are

common and corresponds to the first bus, which can

only see the impedance of the grid, and by doing so it

gets same value in both systems with overhead line and

underground cable.
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Figure 3. The sensitivity spectrum of the diagonal elements of SV
|V |,P

and

SV
|V |,Q for underground cable.

• Diagonal entries, except the first entry, are almost

similar; first row entries, except the first entry, are also

almost similar.

• The diagonal entries are almost equal to the feeder R/X

ratio in both systems, overhead line and underground

cable.

• The absolute difference between corresponding diago-

nal and first row entries, except the common entry, is

almost equal to the absolute value of the common entry.

• Large elements in case of underground cables, which

is in conjunction with large R/X ratio, implies that for

an identical change in active power of buses, required

reactive power to keep voltage profile constant varies

largely. In other words, the required reactive power

to keep voltage differences equal to zero (∆V = 0),
is proportional to the feeder R/X ratio. By doing so,

for feeders with R/X ratio more than one the required

reactive power change (∆Q) at each bus would be

greater than the active power difference (∆P) in the

same bus.

• Depending upon the R/X ratio value, the sign of the

first row entries except the first entry changes. In order

to study the effect of the k=R/X ratio, the total amount

of the overhead line impedance is taken into account,

and its R/X ratio is varied. It is observed that for k

smaller than 0.58 the sign of the first row entries is

negative. Therefore, for small R/X ratio, if the active

power difference (∆P) in all buses are in one direction,

the reactive power difference (∆Q) at all buses will be

in one direction as well. However, for large k values the

sign of the first row entries are positive and opposite of

the diagonal entries which means the reactive power

variation at bus one is always in contrary with other

buses.

Eq. (2) is used to calculate the required reactive power

adjustment to compensate the voltage profile fluctuation

owing to the variation of active power. Considering the initial
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Figure 4. Spectrum of diagonal and first row elements of active-reactive
power dependency for overhead line.
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Figure 5. Spectrum of diagonal elements and first row of active-reactive
power dependency for underground cable.

operating point at P0 = 0 and Q0 = 0 gives

∆P = P−P0 = P

∆Q = Q−Q0 = Q

P = JQ (8)

Consequently, the needed power factors for the PV con-

nected buses are calculated as follows:

PF =
P

√

P2 +((∑J′)P)2
(9)

Where PF is a vector consisting of power factors at each

PV installed bus. Fig. 6 depicts the power factor of each bus

for differen R/X ratio while it is assumed that the total net

power at each bus has been changed 1 p.u. (P=1 p.u.), as

can be seen the required power factor varies drastically by

increasing R/X ratio. It boils down to this fact that required

reactive power to compensate voltage fluctuation depends

upon R/X ratio.
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Figure 6. Required power factor for each PV system for different k=R/X
ratio and ∆P = 1p.u.

C. RGA

Subsequent to the previous section upshot, if adequate

reactive power can be provided by PV systems, this question

is raised whether it is possible to regulate the voltage of

each bus with installed PV system to a fixed set-point

through reactive power regulation or not. In this section

and following, the interaction among PV systems in a radial

distribution grid is quantified by RGA concept to address

the possibility of controllability concerning voltage profile

regulation to specific set-points.

The RGA of the SV
|V |,P and SV

|V |,Q look like a block

tridiagonal matrix which positive elements are only located

on the diagonal and elements on the upper diagonal and

on the lower diagonal are negative. According to the RGA

pairing rule, therefore, the elements on the diagonal must be

paired. This block tridiagonal shape of the RGA of voltage

sensitivity sub-matrices indicate that open loop gain of the

system, which is the sensitivity matrix, is changed with

positive sign on the diagonal and with negative sign on the

upper diagonal and lower diagonal. Moreover, since the other

elements of the RGA are almost zero, open loop gain of the

system on these positions are changed with infinite factor

which means these loops are considerably affected by other

loops. Figs. 7 and 8 depict the diagonal entries spectrum of

RGA of SV
|V |,P and SV

|V |,Q for overhead lines and cables while

all buses are on full production, respectively. It can be seen

by moving towards end of the feeder, except the last bus,

the level of interaction is increasing. Since the last bus at

the end of feeder is affected only by one previous neighbor

bus, the level of interaction drops at this bus.

Concerning overhead line, Figs. 9 and 10 demonstrate

maximum RGA of SV
|V |,P and SV

|V |,Q for different net load

levels and different line distances between buses. One sees

that the interaction level decreases by increasing the distance

between the buses, or in turn by increasing the impedance.

Moreover, it can be seen that the maximum RGA of SV
|V |,P

declines by shifting total net load from consumption to

production. Similar results, not shown here, are derived for

under ground cable.

Figs. 11 and 12 show the impact of the lagging and leading
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Figure 7. The RGA spectrum of the diagonal elements of SV
|V |,P

and SV
|V |,Q

for overhead line.

power factor on the maximum RGA of SV
|V |,P and SV

|V |,Q
for different loading conditions, while it is assumed that

overhead line segments are 70 m. As can be seen the power

factor has relatively very small effect on the maximum RGA

of SV
|V |,P while the maximum RGA of SV

|V |,Q slightly increases

by lagging power factor and decreases by leading power

factor. The performance of the system with underground

cable, not shown here, is analogues with overhead line.

The results of the maximum RGA for different k=R/X

ratio are shown in Figs. 13 and 14. It is assumed that the

distance between buses are 70 m and power factor is unity. It

is obvious that maximum RGA of SV
|V |,Q increases for larger

k values. It is, therefore, deducted that increasing R/X ratio

would boost the interaction level among voltage controllers

of PV systems regarding reactive power regulation. However,

it can be seen in Fig. 13 that the maximum RGA of SV
|V |,P

declines by large k values.

Based on the depicted results, the positive elements of the

RGA of SV
|V |,Q are always much bigger than one irrespective

of the R/X ratio, total net load and power factor. It can

be, therefore, concluded that it is not possible to have

decentralized voltage control in order to regulate voltage to

a specific set-point at each bus even for small R/X ratio that

technically adequate reactive power can be produced by PV

systems [13]. Since the RGA of SV
|V |,P are much bigger than

one, decentralized control based on the power curtailing is

not also possible.

Furthermore, the results demonstrate that maximum pos-

itive elements of RGA of the voltage sensitivity matrix are

large, more than 5, by doing so using decoupling controllers,

in order to make a decentralized system, can fundamentally

lead to control problems due to sensitivity to inputs [13].

Thus, inverse-based controllers must be avoided.

D. Condition number

At production net load level with unity power factor, CN

of SV
|V |,P and SV

|V |,Q for overhead line are γ
OHL
P =44.2 and

γ
OHL
Q =72.1, and for underground cable are γ

UGC
P =50.8 and

γ
UGC
Q =197.2. These CNs denote that sensitivity matrix is
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Figure 8. The RGA spectrum of the diagonal elements of SV
|V |,P

and SV
|V |,Q

underground cable line.
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for different net load levels and

different distances between buses, overhead line.
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Figure 10. Maximum RGA entry of SV
|V |,Q

for different net load levels

and different distances between buses, overhead line.

ill-conditioned and the severe case is for SV
|V |,Q. Figs. 15
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Figure 11. Maximum RGA entry of SV
|V |,P for different net load levels and

different power factors, overhead line.

−1 −0.5 0 0.5 1
10.4

10.6

10.8

11

11.2

11.4

11.6

11.8

12

12.2

12.4

 

 

PF=0.8 lead

PF=0.9 lead

PF=1

PF=0.9 lag

PF=0.8 lag

Total Load [p.u.]

M
ax

im
u

m
R

G
A

E
n

tr
y

o
f

Λ
S

V |V
|
,Q

Figure 12. Maximum RGA entry of SV
|V |,Q for different net load levels

and different power factors, overhead line.
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Figure 13. Maximum RGA entry of SV
|V |,P for different net load levels and

different k=R/X ratios.

and 16 illustrate the spectrum of the singular values of

SV
|V |,P and SV

|V |,Q , respectively. As can be seen the sensitivity

matrix in both systems suffers from high directionality.
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Figure 15. The singular values of SV
|V |,P and SV

|V |,Q for overhead line.

Furthermore, smallest singular value for SV
|V |,Q in the system

with the underground cable is smaller than the system with

overhead line that implies more directionality and more

control problems. These results are in conjunction with RGA

results.

Figs. 17 and 18 demonstrate the condition numbers of

SV
|V |,P and SV

|V |,Q for different R/X ratio and different total

net load levels. Regarding SV
|V |,Q the more increasing k

the further CN goes that is along with the RGA results.

Analogous with the RGA results, large R/X ratio results in

relatively smaller CN for SV
|V |,P. Changing power factor and

the distance between buses yield similar results, not shown

here, for CN as the RGA results in the previous section.

VII. CONCLUSION

This paper applies two analytical control methods, namely

Relative Gain Array and Condition Number, to voltage

sensitivity matrix in order to find the possibility of the

controllability. RGA and CN are used to quantify the level

of interaction and directionality among PV systems in dis-

tribution grids regarding voltage control, respectively. The
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Figure 16. The singular values of SV
|V |,P and SV

|V |,Q underground cable.
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|V |,P for different net load levels and

different k=R/X ratios.
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Figure 18. Condition number of SV
|V |,Q for different net load levels and

different k=R/X ratios.

sensitivity matrix is used as the steady-state gain of the

system in this study. Moreover, the characteristic of the sen-

sitivity matrix is employed to show the level of dependency



of reactive power to active power for voltage control. The

results show that decentralized voltage control to specific

set-points through reactive power regulation or active power

curtailing is not possible due to large RGA elements and

large CN of voltage sensitivity matrix. It is, furthermore,

shown that using decoupling controllers to make system

decentralized must also be avoided on the grounds that the

RGA elements of the voltage sensitivity matrix are too big,

larger than 5, that would result in poor control performance.
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Abstract—The increased presence of photovoltaic (PV) 

systems inevitably affects the power quality in the grid. This new 
reality demands grid power quality studies involving PV 
inverters. This paper proposes several frequency response models 
in the form of equivalent circuits. Models are based on 
laboratory measurements performed on five types of 
commercially available PV inverters, and fitted to obtain circuit 
parameters. The proposed models show a good agreement with 
the measured data.  
 

Index Terms— distributed power generation, frequency 
response, grid-connected inverters, harmonic analysis. 

I.  INTRODUCTION 
ITH the growing interest in energy generation from 
renewable sources, the number of installed photovoltaic 

(PV) systems will continue to grow. These systems can be 
either stand-alone or grid-connected.  In both cases, the DC 
output generated by PV cells is converted to AC power using 
inverters. Conversion using power electronics results in non-
sinusoidal current waveforms. 

To smooth the output waveform, grid-interfaced inverters 
are equipped with filters to attenuate the lower and higher 
frequency components of the harmonics. The filter, however, 
might interact with grid impedance and add an additional 
resonance in the system. This situation can increase the local 
voltage distortion. This is especially true with ever-increasing 
interest and development in smart grid which is meant to 
accommodate more renewable energy sources in distribution 
networks. It leads to more PV modules and inverters in the 
networks, and this brings the need to analyze different aspects 
of PV interaction, including harmonic studies. A common 
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approach to study the behavior of PV inverters in the network 
is by simulating and analyzing the network using models of 
PV inverters and other network elements. The model used to 
represent PV inverters depends on the purpose of the study.  

Examples of distribution network simulations with a large 
number of residential PV systems can be found in [1] and [2].  
An adequate model of PV inverters found in harmonic studies 
is the Norton equivalent model (consisting of a harmonic 
current source with a parallel impedance), sometimes in series 
with an additional impedance [1]–[7], as depicted in Fig. 1. 
The series and parallel impedances usually simulate the output 
filter of the inverter, either represented by a resultant 
impedance ([1],[2],[4],[7]), or as physical components 
([3],[5],[6]). The values of these impedances are also obtained 
from different approaches. Some are taken from typical values 
of commercial inverters ([1],[3]) while others are calculated 
from the nominal power of the inverters ([4],[5]). In [2], the 
current source is paralleled with a single capacitance. 

 
Fig. 1.  An impedance and current source circuit as PV inverter model. 
 

A different approach has been taken to calculate the 
parameter values of the impedance model in [8]. This 
approach measures the harmonic voltage across and the 
harmonic current at the terminal output of the inverter (see 
Fig. 1) for several particular frequencies. The parameter 
values for each frequency (IP(h), ZX(h), and ZY(h)) are then 
calculated iteratively using the Newton-Raphson algorithm: 

 
[ ] [ ] [ ] )()()()()()()( hVhZhIhZhIhZhI PCCYINVXINVXP =−−   (1) 

where IP is the harmonic current emitted by the inverter, IINV is 
the harmonic current at the output of the inverter, VPCC is the 
voltage at the connection point between the inverter and the 
grid, ZX and ZY are the series and parallel impedance, 
respectively. 

This approach is using a look-up table (there will be a 
different model for every frequency) which is not favorable 
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because a large number of iterations are required to solve 3 
unknown variables from only one equation. Moreover, since 
there are different models for different frequencies and the 
impedance value does not represent a particular element 
(capacitance/inductance), it is not possible to estimate the 
resonant frequency from this approach.  

This paper presents an alternative impedance circuit as a 
PV inverter model, in order to investigate the relationship 
between the inverter and the network in the frequency domain. 
An experiment is set-up to measure the frequency response of 
inverters and an analytical approach is used to create the 
impedance model. 

II.  MEASUREMENT SETUP 
The PV inverter impedance is estimated from harmonic 

voltages generated by a voltage source and the current 
responses of the inverter, as shown in Fig. 2. The impedance is 
calculated as:  

 

     502,
0

0 ≤≤
−
−

= h
II
VVZ

hh

hh
h

          (2)   

 
where Zh is the impedance, Vh is harmonic voltage source, Ih is 
the harmonic current at the output of the inverter, Vh0 and Ih0 
are measured harmonic voltage and current when the 
fundamental voltage is applied without distortion. 

The analog harmonic current and voltage are measured and 
sampled by a PC-based scope and analytically transformed 
into frequency domain with DFT using Matlab. 

 
Fig. 2.  Measurement schematic. 
 

The harmonic source is varied in amplitude and phase 
angle so that for every frequency several values of impedance 
are obtained. It is expected that these values are convergent 
and therefore can be averaged. The average impedance of 
every frequency is then plotted against the frequency to get 
impedance-frequency profile, from which the impedance 
model will be build. To obtain better profile, measurement is 
also done for interharmonic frequencies (from 75 until 2475 
Hz, with a step of 50 Hz). The amplitudes of the voltage 
stimuli are chosen not to exceed the standards for harmonic 

voltage level in LV network (EN50610 and IEC61000-3-6). 

III.  MEASUREMENT RESULTS 
The experiment is done on 5 commercial PV inverters: 

three single-phase inverters, one power router, and one three-
phase inverter. Single-phase inverters (Inverter1, Inverter2, 
and Inverter3) have nominal output powers of 1200 W, 1500 
W, and 1500 W, respectively. The single-phase power router 
has a nominal power of 5000 W, and the three-phase inverter 
2600 W. Although the latter needs a 3-phase connection, it 
only feeds-in to the grid via 1 phase (hence it can be treated as 
a single-phase inverter). 

A.  Single-phase (SP) Inverters 
All three SP inverters have impedance profile similar to 

that of a capacitor (i.e. the impedance is inversely proportional 
to the frequency). Thus, a single capacitor is adequate to 
model the impedance. For Inverter2, however, a better fitting 
is obtained when the model includes a resistor in series with 
the capacitance. The impedance profile of each of the inverters 
is shown in Fig. 3, Fig. 4, and Fig. 5, while the impedance 
models of all three inverters are shown in Fig. 6. The 
impedance profile consists of harmonic and interharmonic 
measurement results. All three inverters are measured at the 
same input power, 900Wdc. 

 
Fig. 3.  The impedance profile of Inverter1 and the model. 
 

 
Fig. 4.  The impedance profile of Inverter2 and the model. 



 

 

 
Fig. 5.  The impedance profile of Inverter3 and the model. 
 

 
Fig. 6.  The impedance models of SP inverters. 
 

B.  Single-phase (SP) Power Router 
A power router operates in a slightly different way from 

most commercial PV inverters complying with “anti-
islanding” regulation. A power router can be connected to a 
DC storage that delivers the power during grid faults. 
Although in principal it works as a SP inverter, the impedance 
profile differs from the other SP inverters; there is a parallel 
resonance at h=33. This happens due to the different topology 
of the filter inside the inverter. Only harmonic measurement 
results are presented here because it is not possible to do 
interharmonic measurements on this inverter. Interharmonic 
components of the voltage trigger the protection system of the 
power router. 

Due to its unique profile, it is difficult to create the 
impedance model that fits very well. A good estimation, 
however, was obtained based on below considerations: 
- the resonance is parallel, at f=1650Hz, 
- a series resistor determines the values at lower harmonics, 
- a damping resistor determines the peak values, and 
- since lower harmonics are more common in the grid, more 

attention is given to fit the measurement curve at lower 
harmonics, as shown in Fig. 7. 

 

 
Fig. 7.  The impedance profile of SP power router and the model. 
 

 
Fig. 8.  The impedance model of SP power router. 
 

C.  Three-phase (TP) Inverter 
Although in principal this TP inverter works like a SP 

inverter (because it feeds-in to one phase), the impedance 
profile looks different from other SP inverters. It still has the 
negative characteristic (the impedance decreases when the 
frequency increases) but it is unlike a capacitor behavior. 
Therefore, a complex impedance model like that of the power 
router is applied with different parameter values. Fig. 9 shows 
the impedance model and Fig. 10 shows the impedance 
profile. 

 
Fig. 9.  The impedance model of TP inverter. 
 



 

 
Fig. 10.  The impedance profile of TP inverter and the model. 
 

IV.  GENERAL MODEL AND AGGREGATED MODEL 
To keep all controlled variables similar among different SP 

inverters, all measurements are carried-out at 900Wdc input 
power. Looking at the similarity between the three SP inverter 
output impedances, a simple general model to represent the 
output impedance of commercial SP inverters for 1-2kW can 
be deduced. It is a single capacitor with values ranging 
between 3.7-18.5μF. Typical values of output capacitor of 
commercial 1-3kW PV inverters are between 0.5-10μF, as 
reported in [2]. A single capacitance value cannot represent 
every inverter but using several values from the range is 
adequate. Note that the TP inverter in this experiment cannot 
be taken as a general case of SP inverter in 2-3kW power class 
because although it feeds in via 1 phase, it still needs 3-phase 
connection. 

As for higher power class SP inverters, the model shown 
for the TP inverter and power router can serve as a general 
representation of the output impedance. The parameter values 
will surely be different from one inverter to the others and the 
exact parameter values can only be obtained from 
measurement. However, a look-up table of parameters for 
different power class (e.g. 4kW, 5kW) can be build which 
speaks for all inverters in that particular power class. If one 
wants to make a network simulation using this model, one can 
use the impedance circuit depicted in Fig. 11 with parameters 
from the look-up table.  

 
Fig. 11. General model to represent a single phase PV inverter 
 

When multiple inverters are connected to the grid, the 
parallel capacitance value will be higher and it might result in 
a lower resonant frequency. It is important, therefore, to 

include a model for an aggregation of inverters in the network 
simulation. It is adequate to use the same topology of simple 
and complex impedance circuit already presented; the only 
difference will be the parameters which result from parallel 
summation of individual parameters. 

To validate this, an experiment was carried-out to measure 
the output impedance of all three SP inverters connected in 
parallel. Fig. 11 shows the result of harmonic and 
interharmonic measurement. 

 
Fig. 12.  The impedance profile of an aggregation of three SP inverters. 
 

Also shown in Fig.11 is the resultant impedance from the 
inverter’s individual impedances connected in parallel, 
calculated by Eq. 3, where ZP is the resultant impedance, XC,1 
is Inverter1’s capacitive reactance, ZS,2 is the series of resistor 
and capacitor of Inverter2, and XC,3 is Inverter3’s capacitive 
reactance. As with individual measurement of SP inverters, a 
curve fitting was also applied to the impedance and the curve 
of a single capacitor fits the measurement curve the best. The 
capacitance found from curve fitting is 30.5μF, which is close 
to the resultant capacitance of paralleled inverters 28.1μF 
(summation of 5.9μF, 3.7μF, and 18.5μF). The impedance 
profile from both capacitance values are shown in blue and 
green marker, respectively. 

3,2,1,

1111

CSCp XZXZ
++=            (3) 

The influence of each individual inverter is also seen in the 
aggregated model. Fig. 4 shows significant discrepancies 
between measured and model impedance of Inverter2, 
particularly at lower frequencies. It translates to discrepancies 
between measured and calculated impedance of the aggregated 
model at lower frequencies, only much less because the other 
two inverters damp this phenomenon. 
 

V.  CONCLUSIONS 
To understand the influence of PV inverters on harmonic 

voltages in low-voltage networks, it is useful to simulate the 
network including a proper inverter model. This paper has 
proposed several equivalent circuit models that can be used to 
represent the dominant resonant frequency of the inverter. The 



 

model is developed from voltage and current measurements at 
the output of the inverter. Measurements are done on 
harmonic and interharmonic frequencies to estimate the 
influence of inverters harmonic suppression. The results of 
measurements on harmonic and interharmonic frequencies are 
in good agreement.  

From the impedance-frequency plot, the models represent 
the inverters’ characteristic adequately on most of the 
frequency range observed. The discrepancies come from 
several assumptions made before the measurement: 
- the line impedance is zero: this is not true although it is 

really small, 
- there are two harmonic sources (voltage source and 

inverter current): theoretically it can be solved using the 
superposition theorem by eliminating one harmonic source 
each time but it is not applicable because it is not possible 
to operate the inverter without its harmonic current source. 
A general model can be deduced using parameters that 

represent every power class. An aggregated model is also 
presented using the same topologies presented for individual 
inverter with parameters calculated from the parallel 
connection between the inverters. This model has been 
validated during the experiment. Another interesting thing 
found from the experiment is that the measured impedance is 
not influenced by the power rating of the inverter during 
measurement. 

To have a complete Norton model of a PV inverter, further 
measurements and modeling of the harmonic currents emitted 
by the inverter needs to be done. With this complete model, 
one can simulate harmonic flow stemming from PV inverters 
in the network. 
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Abstract—One difficulty in calculating harmonic voltages and 

currents throughout a transmission or distribution system is the 
need for a precise model of the linear load, both in magnitude 
and composition, fed from each bus.  It has become evident that 
the use of equivalents without a comprehensive check on the 
effects of all impedances actually present can lead to inaccurate 
estimation of the harmonic voltages and currents. Considerations 
on harmonic impedance estimation in low voltage networks are 
presented in the paper. Influences of model abstractions and 
uncertainties in parameter estimations are analyzed analytically 
and tested on a model of a real low voltage network. The 
parameters analyzed include different load compositions, cable 
lengths, lumping loads and feeders, and medium voltage network 
representations. It is observed that some of these parameter 
changes have only a minor effect on the frequency of the first 
parallel resonance, while other effects have to be included in the 
calculation to avoid misleading results. This analysis can be used 
as a guideline when harmonic voltages are estimated in low 
voltage networks. 
 

Index Terms—Impedance, power system harmonics, 
uncertainty, resonance. 

I.  INTRODUCTION 
ARMONIC analysis is performed for power systems to 
determine the effect of harmonic sources on the harmonic 

voltage levels in the system. As the number of non-linear 
devices (both loads and generators) in low voltage (LV) 
networks is increasing, these studies are often performed for 
low voltage distribution systems. 

Simulating the impact of one or more harmonic sources 
faces two difficulties, modeling the source of harmonics and 
modeling the equivalent system impedance. This paper 
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focuses on the harmonic impedance modeling. 
The system impedance is influenced by many elements. 

Knowing the exact composition of loads, both in the low 
voltage network and upstream networks, is usually difficult 
and also changing in time. Network reconfigurations also add 
to the time varying nature of the impedance, so each 
calculation can serve only for a particular moment in time. For 
this reason it is usual to calculate the polar diagram of the 
impedance for all predicted topology and load changes. 

Calculations and analysis of harmonic impedances in 
transmission systems can be found in [1]-[5]. Different models 
of system elements are described in [1], [3]-[4], and [6]-[10]. 
Examples of distribution system impedance modeling are 
given in [6], [11]-[14]. Sensitivity of impedance estimations 
are discussed in [2], [4], and [15]-[17]. 

Uncertainties of impedance modeling in low voltage 
networks and errors caused by simplifications and parameter 
errors were not analyzed in previous works. The aim of this 
paper is to analyze these effects, and to estimate possible 
errors in harmonic impedance calculations due to different 
model and parameter changes.  

Model changes were analyzed analytically, and on an 
example of a real low voltage cable network, in which a 
parallel resonance was observed. This analysis can be used as 
a guideline in the low voltage modeling process. It emphasizes 
which parameters of the network have a significant impact on 
the resulting harmonic impedance, in contrast with parameters 
which can be simplified with minor errors. 

II.  ELEMENT MODELS AND EXAMPLE NETWORK 
The adopted test network is a household low voltage 

network with a large amount of PV inverters connected. This 
network was chosen because the capacitance of PV inverters 
shifts the first parallel resonance in the low frequency range 
[18].  

Cables were modeled with their PI equivalents. Skin effect 
was not taken into account. Both the LV and the medium 
voltage (MV) networks are cable networks. 

Transformers were modeled as series RL circuits. Their 
capacitances were not taken into account as the maximal 
frequency of interest was 3 kHz. 

Power factor correction (PFC) units were modeled only as 
a capacitance without losses. 

Household loads were modeled as parallel RC circuits and  
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parallel RLC circuits (several scenarios). The capacitance 
should represent the input capacitance of all power electronic 
devices, mainly their input filters. In [13], a range of (0.6 – 6) 
µF per house is proposed. In this paper 0.6 µF per house is 
adopted. Induction motors were modeled as their locked rotor 
inductance, as proposed in [10], [12]. The total adopted power 
of linear loads in houses was 500 W, and induction motors 
were accounted as (0 – 30) % of this load, in several steps.  
Resistance should represent the linear loads without motors. 
Depending on the amount of induction motors, resistance was 
changed to get the same total power of linear loads. 

Photovoltaic inverters were modeled as their input 
capacitance. Reference [13] proposes using values of (0.5 – 
10) µF for a (1 – 3) kW inverter, based on measurements. In 
this paper, several values are used, to show the effect if this 
value is not known. The total installed power of PV inverters 
in the low voltage network is 300 kW, mostly composed of 2 
kW units, while the peak load of all loads together is 
approximately 150 kVA. 

The effect of lumping loads was examined in three steps. In 
the first step, all loads were connected directly at the low 
voltage busbar. In the second step, feeders were separated in 
the low voltage network, with lumped loads on feeders and 
feeder branches. In the last step, all houses and inverters were 
modeled separately. 

The medium voltage network was modeled in two ways. 
The simple version of the model is a series RL circuit, 
representing the short-circuit power of the network and the R 
to X ratio. A more detailed model was also used, representing 
all MV feeders until the HV/MV substation, and one 1.4 MW 
CHP (combined heat and power) generator in the MV network 
and several configurations of PFC in the MV network. The 
HV network was represented with its short-circuit level. 

A schematic diagram of the low voltage part of the 
example network is shown in Fig. 1. The medium voltage part 
of the network is presented in Fig. 2. The low voltage network 
is connected to busbar 13 of the MV network. 

All four feeders are numbered on Fig. 1, while on Fig. 2 
only four busbars are numbered (2, 9, 12, and 13), since 
changes of elements were applied only on these busbars. 

III.  ANALYSIS OF THE HARMONIC IMPEDANCE 
The analysis of the network harmonic impedance is divided 

into several parts. The effect of lumping loads, load models, 
cable lengths, and MV network models are investigated 
separately. Mechanisms of parameter changes are examined 
analytically (for a simplified example), and on a DIgSILENT 
Power Factory model of the example network, using the 
frequency scan. In all cases the impedance was observed on 
the low voltage side of the MV/LV transformer. 

A.  The effect of lumping loads 
The number of loads in a LV network is usually too large 

to allow for modeling each load separately. For this reason, 
loads are commonly lumped into equivalent loads with some 
feeders and load parameters neglected. This leads to 
uncertainty of the outcome. 

To illustrate the effect of lumping analytically, we can look 
at a simplified network model with two parallel feeders as in 
Fig. 3 and derive its equivalent impedance. In this figure, L 
represents the upstream system inductance, L1 and L2 represent 
feeder inductances, and C1 and C2 represent capacitances of 
loads connected to these two feeders. 

 

 
 

Fig. 1. Low voltage part of the example network 
 

 
 

Fig. 2. Medium voltage part of the example network 
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Fig. 3. Simplified example for lumping feeders 



 
 

If we lump the two capacitances together (as C1 + C2), and 
neglect the inductances L1 and L2, the impedance ZA at point A 
is given by: 

𝑍𝐴 = 𝑗𝜔𝐿 (1 − 𝜔2𝐿(𝐶1 + 𝐶2))⁄                      (1) 
 

If we do not lump the two feeders and take inductances L1 
and L2 into consideration, the impedance is given by: 

 

𝑍𝐴 =
𝑗𝜔𝐿(1 − 𝜔2𝐿1𝐶1)(1 − 𝜔2𝐿2𝐶2)

1 + 𝜔4𝐿1𝐿2𝐶1𝐶2 − 𝜔2(𝐿(𝐶1+𝐶2) + 𝐿1𝐶1 + 𝐿2𝐶2)
 (2) 

 
If the inductance L is much greater then L1 and L2, and the 

lowest parallel resonance frequency fr1 is in the low frequency 
range,  equation (2) will give a solution for fr1 which is close 
to the solution of (1). Besides the difference in calculated fr1, 
L1 and L2 also introduce two series resonances and an 
additional parallel resonance with a higher resonant frequency. 
The second parallel resonant frequency increases as L1 and L2 
decrease. If cable lengths are not very long, the resonant 
frequency of the second parallel resonance and both series 
resonances are usually too high to be of interest for 
distribution systems. 

To illustrate the difference between (1) and (2), we assume 
C1 = C2 and L1 = L2 and vary the ratio between L and L1 from 
50 to 5. The difference in the lower parallel resonant 
frequency calculated by (2) and (1) is shown in Fig. 4. 

 
Fig. 4. The first parallel resonance for different element values  
 

The shown uncertainty is dependent on the ratio of 
impedances. If we know that the feeder inductance is much 
lower than the upstream system inductance, lumping will not 
lead to large errors when we calculate the resonant frequency 
(amplitude will be affected more). However, as feeder length 
become longer, and this is mostly the case, this error increases. 

In a realistic scenario the topology is much more complex 
than in Fig. 3. To illustrate the effect of lumping on a realistic 
low voltage network, we compare the harmonic impedance 
versus frequency at the low voltage busbar of the example 
network from Fig. 1, for three cases. In the first case we look 
at the whole low voltage network as a single parallel RLC load 
connected directly at the transformer (case: all lumped). In the 
second step, we lump the separate feeders as shown in Fig. 1, 
with feeders and feeder branches lumped as parallel RLC loads 
after cables (case: lumped feeders). In the third step, we 
uncouple the loads to more branches, with short feeders 

divided in five sections, and longer feeders in 10 sections 
(case: no lumping). Results are presented in Fig. 5. 

The solution of the “most realistic” case (no lumping) falls 
between the two other cases. In comparison with the case with 
everything lumped at the busbar, lumping complete feeders 
will add extra inductance in the circuit, resulting with a lower 
resonant frequency (in this case almost 30 Hz). In the case 
where nothing is lumped, most capacitances are connected via 
a lower inductance, resulting in a smaller frequency change 
from the first case (less than 20 Hz). 

 
Fig. 5. Effects of lumping loads on the example network impedance 

 
In conclusion, lumping all loads leads to an increase of the 

resonant frequency, but with acceptable errors if feeder 
lengths are short. It does not reveal all resonances in the 
system. Lumping separate feeders leads to a decrease in the 
resonant frequency, with smaller errors. It also reveals 
additional resonances but the uncertainty is larger at higher 
frequencies.  

To avoid high model complexity, in the following 
subsections the model with lumped feeders is used for 
analyzing other effects. 

B.  The effect of different load models 
Determining appropriate load models is very important and 

difficult at the same time. Loads are the main damping 
element in the network, but can also change the resonant 
conditions, especially at higher frequencies [12]. 

Load demand and composition change in time, making it 
necessary to assess several scenarios. Basic assumptions for 
modeling loads were proposed in [12]: 
• Distribution lines and cables should be represented by an 

equivalent π.  The capacitance of lines should be included. 
• Transformers should be represented by an equivalent 

element. Series RL circuits are proposed for low 
frequencies. 

• For rotating machined the active power does not represent 
the damping value, so the active and reactive power 
demand at the fundamental frequency may not be used 
straightforwardly.  A locked-rotor reactance or a parallel 
RL circuit are proposed. 

• Power factor correction capacitance should be estimated as 
accurately as possible. 

• Other elements, such as line inductors, filters and 
generators should be represented according to their actual 
configuration and composition. 
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• The active power of electronic loads should not be taken 

into account as a resistance. Power electronics should be 
taken into account as input impedance, e.g. their filter 
capacitance, or as an open circuit if their input impedance 
is too high. 
Measured active and reactive powers should not be used 

directly to determine values of linear elements. Active power 
of power electronic and motor loads should not be included in 
the value of the resistance. Measured reactive power does not 
reveal the mixture of inductive and capacitive loads, and 
short-circuit inductance of motors is lower than the one 
calculated from reactive power. Finally, the measured reactive 
power usually contains the distortion power, which does not 
correspond to physical inductances or capacitances. 

To analyze the impact of motor loads, we start with a 
simplified model from Fig. 6. In this figure, L is the 
inductance of the upstream system, C is the capacitance of 
loads, and Lm is the locked-rotor inductance of motor loads. 

 

L

Lm

A
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Fig. 6. Simplified example for motor load impact 
 

In this case, the impedance at point A is given by: 
 

𝑍𝐴 = 𝑗𝜔𝐿𝑝𝑎𝑟 �1 − 𝜔2𝐿𝑝𝑎𝑟𝐶�                     ⁄ (3) 
 

where Lpar is an inductance equal to the value of L in parallel 
with  Lm. Its value is lower than the lower of the two 
inductances, and if Lm is much higher than L (motor of low 
power), it will be almost identical to L. As we decrease Lm 
(increase the power of the motor) the resonant frequency will 
become higher. If the power of the motor is very large, the 
resonant frequency would be affected more by the motor 
inductance. 

In a realistic network this dependency becomes more 
complicated. To illustrate it on the example network, we look 
at the impedance at the low voltage busbar for different motor 
load shares in the network – see Fig. 7.   

 
Fig. 7. The effect of motor load share on the impedance characteristic 

In the first iteration, no motors were added in the network, 
and then in several steps the motor share was increased up to 
30 % of the active power consumption. These changes result 
in the changes of the resonant peak (mostly due to the change 
of resistance), but the resonant frequency is shifted up for only 
5 Hz. If the short-circuit power would be lower, the upstream 
network would have a larger inductance leading to larger 
differences. This leads to the conclusion that if the amount of 
small motors is not known in the network, it should not lead to 
significant errors when determining the lowest resonant 
frequency. However, neglecting a large motor would lead to 
larger differences. 

To analyze the impact of capacitive loads, we can look at 
expression (3) again. Capacitances change the resonant 
frequency directly, a ∆C change of capacitance changes the 
resonant frequency by 1/√∆𝐶.  

In the example network there are no PFC units in the low 
voltage network, the capacitances are mostly located in input 
filters of PV inverters. If the value of this capacitances is not 
known, this leads to a large range of possible solutions. Fig. 8 
shows the impedance characteristic for four capacitance 
assumptions. Initially, 8 µF is assumed for each 2 kW inverter; 
then a ± 20 %  capacitance uncertainty is taken into account; 
in the end, it was assumed that 2 µF is the input capacitance of 
each 2 kW inverter. 

 
Fig. 8. The effect of capacitance on the impedance characteristic 

 
If the capacitance is not known initially, the difference 

between assuming 2 and 8 µF per inverter in this case leads to 
a 500 Hz difference in the resonant frequency. If the 
capacitance is known, and the uncertainty is taken into 
account as ± 20 %, differences of 60 Hz can be noticed. 

The frequency of the lowest parallel resonance is usually  
not influenced by the value of resistive loads used. However, 
resistive loads provide damping in the system, so they are also 
responsible for peak values of impedance. If we neglect 
resistive loads, it may happen that we overestimate harmonic 
voltages due to unrealistic values of impedance. In contrast, if 
we overestimate the power of resistive loads, we may 
underestimate the impedance and harmonic voltages. 

 Fig. 9 shows the effect of variable load resistance in the 
example network. The initial resistive load was changed for ± 
20 %, without changes in other parameters. 

The value of the resonant peak changed by about 20 % for 
both changes, while the resonant frequency changed for only 1 
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Hz. This is a convenient property of resistance modeling: 
changing its value will not affect the resonant frequency 
significantly, and the critical case is always the lowest 
resistive load (highest resistance). While other parameters 
need to be analyzed in several conditions, for the resistance it 
is usually sufficient to observe the case with the lowest 
resistive loading. As mentioned earlier, this loading should 
exclude power electronic devices and electrical motors. Also, 
if higher frequencies are of interest, resistances have a more 
complicated impact. 

 
Fig. 9. The effect of resistive loads on the impedance characteristic 

C.  The effect of cable lengths 
The effect of cable lengths was already mentioned in the 

analysis of lumping loads. It was noticed that complete load 
lumping with neglected low voltage feeders introduces errors 
in the resonance analysis, both for the frequency and peak 
amplitude. In this subsection we analyze the effect of cable 
length uncertainty on a model with loads lumped on feeders. 

Equation (2) can be used to explain this effect. Inductances 
L1 and L2 carry the uncertainty of cable lengths. If these 
inductances are comparable with L, the final result will be 
influenced significantly. If they are much lower than L, the 
effect will not be significant. Fig. 10 shows the effect of ± 20 
% cable length changes in the example network. In this 
example, 20 % changes lead to 5 Hz changes in the resonant 
frequency. Peaks of the impedance change approximately by 
10 %. 

 
Fig. 10. The effect of low voltage cable lengths on the impedance 

D.  The effect of MV network representations 
In the first approximation, the MV network is usually 

considered just as its short-circuit impedance. However, some 
elements of the MV network may be very important for 

impedance estimation, especially PFC units and generators. 
Since the impedance of MV network elements is transposed to 
the low voltage level, approximations in the MV network are 
similar as approximations on one of the low voltage feeders. 

To illustrate the effect of different MV network 
representations, several topology variations were introduced to 
the network from Fig. 2: the CHP generator was switched on 
and off, PFC of 0.5 MVAr was connected to busbars 2, 9, and 
14, and PFC of 1 MVAr was connected to busbar 14 directly 
and through a MV/LV transformer. 

In Fig. 11 the model with a single impedance MV network 
is compared with the model from Fig. 2, with and without the 
CHP generator connected. 

 
Fig. 11. MV network as a single impedance, and with MV feeders and busbars 

 
In these three cases the fist parallel resonance is being 

shifted by 20 Hz. Also, the peak amplitude is changing by 15 
%, and additional resonances with small peaks are visible with 
the more complex model.  

In Fig. 12 the effect of PFC in the MV network is 
considered, with and without the CHP generator connected. 

 
Fig. 12. The effect of PFC in the MV network, busbars 2 and 9 

 
On busbars 2 and 9, 0.5 MVAr PFC causes only minor 

effects if the generator is connected (resonant frequency 
reduced for 5 Hz, additional smaller resonance). However, if 
the generator is disconnected, the effect is much larger. 

In Fig. 13 the effect of PFC on busbar 14, which is nearer 
to the observed LV network than busbars 2 and 9, is 
considered.  It is visible that the effect is more significant if 
the PFC is nearer the busbar of interest. Also, similarly as with 
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long MV feeders, PFC on other LV busbars has only a minor 
effect due to the extra MV/LV transformer in between. 
Generators in the MV network make this interaction more 
complex, since additional series resonances can create 
additional impedance peaks near the parallel resonance.  

 
Fig. 13. The effect of PFC on busbar 14 of the MV network 

IV.  CONCLUSIONS 
Considerations on harmonic impedance estimation in low 

voltage networks are presented in the paper. Effects of 
different model abstractions, linear load compositions, and 
parameter changes were analyzed analytically and illustrated 
on an example low voltage network. 

The results of the analysis can be summarized as follows: 
• Lumping of low voltage loads in some cases introduces 

large differences in the network impedance. For short 
feeders in weak grids this effect is not significant.  

• The uncertainty of capacitance of loads in the low voltage 
network has the most significant impact. If this value has to 
be assumed, large errors should be expected. 

• Resistive loads have a minor impact on the frequency of 
the first parallel resonance. Due to the damping, resistances 
are important to determine the resonant peak, but the 
frequency can be determined even with the first 
approximation. 

• The share of motor loads has a significant impact only if 
the motor locked-rotor inductance is comparable to the 
upstream system inductance. 

• Values of load resistances, inductances, and capacitances 
should not be derived directly from power measurements. 
Resistances should be derived from the active power 
without power electronic and motor loads. Motors should 
be represented by their locked-rotor equivalents. 
Capacitances should account only for physical capacitances 
in the network.  

• Cable length assumptions have a significant impact only 
for long feeders. In other cases, small deviations of cable 
lengths do not lead to large result changes. 

• MV network representations and reconfigurations are very 
important if power factor correction units are connected 
directly on the MV level, and/or if generators are present. 
PFC units in nearby low voltage networks have only a 
minor impact. 
 

This analysis  can be used as a guideline for low voltage 
harmonic analysis. Choosing appropriate load models and 
network representations is a vital step for determining 
harmonic voltages in the network.  
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Abstract--The increasing penetration of photovoltaic power 

systems into the power grid has attached attention to the issue of 
ensuring the smooth absorbance of the solar energy, while 
securing the normal and steady operation of the grid as well. 
Nowadays, the PV systems must meet a number of technical 
requirements to address this issue.  

This paper investigates a generic grid-connected photovoltaic 
model that was developed by DIgSILENT and is part of the 
library in the new version of PowerFactory v.14.1 software that is 
used in this study. The model has a nominal rated peak power of 
0.5 MVA and a designed power factor cosφ=0.95. The study 
focuses on the description of the model, its control system and its 
ability to reflect important requirements that a grid-connected 
PV system should have by January 2011 according to the 
German grid code for medium voltage. The model undergoes 
various simulations. Static voltage support, active power control 
and dynamic voltage support – Fault Ride Through (FRT) is 
examined.       

The results show that the generic model is capable for active 
power reduction under over-frequency occasions and FRT 
behavior in cases of voltage dips. The reactive power control that 
is added in the model improves the control system and makes the 
model capable for static voltage support in sudden active power 
injection changes at the point of common coupling.  

Beside the simplifications and shortcomings of this generic 
model, basic requirements of the modern PV systems can be 
addressed. Further improvements could make it more complete 
and applicable for more detailed studies. 
 

Index Terms--Grid-connected Photovoltaic, PV inverter, 
German Grid Code for MV, PV model, PowerFactory of 
DIgSILENT, Reactive power control 
 

I.  NOMENCLATURE 
 

AC – Alternative Current 
DC – Direct Current 
DIgSILENT – Digital SImuLator for Electrical NeTwork 
FRT – Fault Ride Through (Low Voltage Ride Through) 
LV – Low Voltage 
MPP – Maximum Power Point 

     MV – Medium Voltage 
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3  CEO at Energynautics GmbH, Mühlstrasse 51, 63225 Langen, Germany   
(e-mail: t.ackermann@energynautics.com) 
 

 

 
PCC – Point of Common Coupling 
PF – Power Factor 
PLL – Phase Locked Loop 
PV – Photovoltaic 
PVPS – Photovoltaic Power Systems 
Q – Reactive power 
RET – Renewable Energy Technology 
STC – Standard Test Condition  
 

II.  INTRODUCTION 
 

The great potential in Renewable Energy Technologies 
(RET) has been seen since a long time ago. However, mostly 
technical and economical restrictions combined with the lack 
of a defined policy context around these technologies, has 
prevented the large scale deployment. Nevertheless, the 
increasing demand of energy due to population growth, the 
target of energy-independence from fossil fuels (mostly coal) 
set by many countries, the general need for more carbon-free 
energy sources due to environmental reasons and the 
legislation scheme that has been started to take form, have 
brought RET to the fore, especially the last decade.      

Germany is a strong example of a country that has invested 
time and money towards renewable energy evolvement. Its 
leading position in the field among the EU countries and its 
key role worldwide, especially in wind and solar power, are 
reflected by facts. As far as the PV technology is concerned, 
by September 2010 the total number of installed capacity was 
15 GWp, which was almost 30% of the total RET installed 
and 37.5% of the minimum electricity load of 2009 [1]. 

Germany has set a goal of 38.6% renewable electricity 
share [2] and in order to achieve that, PV technology should 
contribute significantly. Fig.1 presents a future scenario 
showing the increment of the installed PV capacity and the 
relevant PV price share of the total additional cost per kWh.   

However, this PV penetration must not jeopardize the 
normal operation of the power grid. Thus, technical 
specifications should ensure and facilitate the proper 
interconnection and reinforcement of the grid. According to 
the German grid code any distributed generation plants should 
support the steady state operation (e.g. provide reactive 
power) and contribute to the stability of the power grid in 
cases of fault (e.g. voltage dips) at the connection point. 

Aspects of a generic photovoltaic model 
examined under the German Grid Code for  

Medium Voltage 
Ioannis-Thomas Theologitis1, Eckehard Troester2, Thomas Ackermann3 



1st International Workshop on Integration of Solar Power into Power Systems │Aarhus, Denmark 2011 
2

 
 

Fig. 1. Future scenario of PV installed capacity and renewable electricity levy 
for the next decade in Germany [3] 

 
Photovoltaic Power Systems (PVPS) are connected mostly 

to the low and medium-voltage network and only 
approximately 1% of the total PV installations is connected to 
the high voltage network [1], meaning that the demand for 
grid stability refers to the low and medium voltage networks. 
Table 1 aggregates the basic requirements that grid-tied 
generators should meet in order to be integrated to the 
network. In this study the focus is: 

• Active power control 
• Dynamic voltage support – FRT 
• Static voltage support 

Certainly there are other requirements and issues to be 
considered when designing a grid-connected inverter that 
include power quality problems (e.g. harmonics), safety issues  

     *     Also dependent on the voltage level at the PCC [6]. Below P/Pn=0,2 
reduced reactive power can be provided. 

**   However, no reactive current injection is defined [7] 
*** Depending on the total apparent power of the plant [7]                                                              

(e.g. anti-islanding protection, under /over  voltage protection, 
under/over frequency protection), electromagnetic interference 
etc. Those issues usually follow local rules that have been 
adopted by general European or International standards. Some 
examples can be found in [5]. 
 

III.  M ODEL 
 

The PV model that is analyzed in this paper is developed 
using a static generator and can be seen in Fig.2. 
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Fig. 2. The PV system model 

 
 
 

Grid 
Codes 

Voltage 
Band 

Fault 
Ride 

Through 
Reactive Power Supply 

Frequency 
Band 

Active Power Derating 

range capability capability range function range capability 

High 
Voltage 

(>110 kV) 

0,8 UN 

↔ 
1,16 UN 

 

 
 
 

 

                
               Based on 3 different 
                   possible variants*: 
        0,228leading< Q/Pn<0,48lagging      Q(U) 
      0,33leading< Q/Pn<0,41lagging      cosφfix  

         0,41leading< Q/Pn<0,33lagging         Qfix              

47,5 Hz 
      ↔ 

51,5 Hz 

 
function 

%
( ) 40 (50,2 )

M

P
Hz f

P Hz
∆ = −  

     50,2 51,5Hz f Hz< <  

Medium 
Voltage 

(<110 kV 
& >10 kV) 

0,9 UN 

      ↔ 
1,15 UN 

 

 
      

       
 

                                                 
                                                cosφ(P) 
              0,95lagging to                Q(U) 
                 0,95leading                  cosφfix 

                                                                                 Qfix  

47,5 Hz 
      ↔ 

51,5 Hz 

capability 

 
function 

%
( ) 40 (50,2 )

M

P
Hz f

P Hz
∆ = −  

      50,2 51,5Hz f Hz< <  

Low 
Voltage 

(<10 KV) 

0,9 UN 

↔ 
1,15 UN 

 

 
       
      ** 

    
      
              0,90lagging to            cosφ(P)                         
                 0,90leading***            cosφfix 

47,5 Hz 
      ↔ 

50,2 Hz 

capability 

 
function 

%
( ) 40 (50,2 )

M

P
Hz f

P Hz
∆ = −      

      50,2 51,5Hz f Hz< <  

PV Generator 
Photovoltaic System 

0.5 MVA 

0.4 kV 

23 kV 

Sk
’’ = 5 MVA 

c-Factor (min) = 1 
R/X ratio (min) = 0.3 

TABLE 1. NEW REQUIREMENTS FOR GRID TIED GENERATORS [4] [7] 
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It is a generic model that was built by DIgSILENT as part 
of a past study and is available in the newest version of the 
PowerFactory tool. The template consists of the PV generator 
with a number of control systems and design features, which 
are integrated in it and also a Low Voltage (LV) terminal of 
nominal voltage 0.4 kV that the generator is connected with. 
The capacity of the system is 0.5 MVA. The rest of the 
configuration, which includes an external grid component, a 
MV bus bar of 23 kV nominal voltage and a step up 
transformer of 0.5 MVA rated power, were used in order to 
serve the needs of the examination.  

The short circuit power of the external grid component is 
chosen 5 MVA (ten times the PV capacity) in order to 
represent a weak grid according to [8] and facilitate the study 
of the reactive power impact on the voltage support. Normally, 
to determine the PV capacity that can be installed in a certain 
grid, load flow studies are necessary to check the voltage rise 
at the point of common coupling (PCC). The R/X ratio 0.3 is 
based on the findings of [9].  

The PV generator under normal steady-state operation 
injects 448.84 kW and 0 kVar, implying power factor (PF) =1 
at the point of connection with the LV terminal. The active 
power is defined by the parameters and the configuration of 
the PV array (way of interconnection of PV modules), as seen 
in eq. 1. 
 

mod mod
( 20 modules ) (I 140 modules )

700 641.2 448.84                                                        (1)
ule uleMMP series MMP parallelV

kW

⋅ ⋅ ⋅ =

= ⋅ =
 

The VMMP and IMMP are given for the standard test 

conditions (STC) and all power values are assumed to be at 
the MPP. The maximum active power operational limit is 475 
kW, while the reactive power limits are defined by the 
capability curve for three different voltage levels (0.95 p.u., 1 
p.u. and 1.05 p.u.).  

The features and the control frame that are integrated inside 
the PV generator component can be seen in Fig. 3, where a 
rough demarcation of the basic parts has been made.  

The DC side of the model consists basically of the PV 
array, the DC bus and the capacitor. The most important 
external factors that affect the power output of the PV array, 
which are the incoming solar irradiation and the operating 
temperature, can be controlled by the relevant slots in Fig. 3 
by setting parameter events and changing the output values E 
and theta respectively. Those values enter the Photovoltaic 
Model, where the array current and the array voltage at MPP 
are calculated.

 
The algorithm that is used for the calculation of 

the output values of the array model is written according to the 
electrical equivalent of the ideal solar cell using temperature 
correction factors for voltage and current. More details can be 
found in [10]. As regards the DC Busbar and Capacitor 
model, it represents the DC bus the PV array is connected to 
and the necessary shunt capacitor. It calculates the voltage 
across the capacitor, which is the input of the inverter (DC 
side). 

The AC side of the control frame consists of all the basic 
control requirements for a grid-connected PV system to be 
compatible with the German grid code for MV. The Active 
Power Reduction slot together with the Slow Frequency 
Measurement device is responsible for the active power 
curtailment in case of frequency deviations. The Static Voltage 
Support, that seen as shaded slot, is a new addition to the 
control scheme and is responsible for steady state support by 
providing reactive power using all the four methods 
mentioned in Table 1 for the MV grid code. The main 

Controller includes Reactive Power Support control in case of 
voltage dips, written according to the Transmission Code 2007 
and the System Service Ordinance SDLWindV. The 
Controller produces as results the compontents id_ref and 
iq_ref, which are the reference values of active and reactive 

 
Fig. 3. The control frame of the PV system 
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power injection respectively. The Phase Measumerent device 
is a Phase Locked Loop (PLL) device built by DIgSILENT 
that contains an oscillator that is synchronized by being 
phased-locked to some particular grid power signal (i.e. 
voltage) and generating an output signal. Normally, as well as 
in this case, this element is able to measure the phase of a 
voltage in the system and the frequency (see above Slow 
Frequency Measurement). The outputs of the main Controller 
and the PLL enter the Static Generator, which is basically the 
PV gried-tied inverter. 

The above control features are explained in depth in [10] 
through dynamic simulations. Below the basic requirements as 
mentioned in the introduction part are analyzed.    
 

IV.  CONTROL ASPECTS 
 
A.  Active power control 

Active power control refers to active power curtailment, 
meaning the ability of the generating plant to reduce its power 
output, as required by the network operator, or even 
disconnect the PV plant in order to avoid potential dangers 
regarding the stability of the system and human personnel. 
The control can be done automatically or manually [11]. As 
far as the automatic control is concerned, the German grid 
code for MV requires that the PV generator should reduce its 
power output when an over-frequency occurs. The over-
frequency is defined above 50.2 Hz and the reduction slope is 
40% of the last instantaneous value of power (just before 50.2 
Hz) per Hz. 

The PV model, as it can be seen in Fig. 3 at the AC side, 
has already a relevant slot for this requirement. In order to 
investigate the function an over-frequency is created, by 
changing the speed parameter of the external grid component 
after the 7th second. The result is seen in Fig. 4. 
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Fig. 4. Over-frequency event 
 

In order for the control function to be in compliance with 
the grid code, a 32% active power output reduction should be 
expected since an over-frequency of 0.8 Hz is created. Indeed 
in Fig. 5 is proved that the generator injects around 32% 
(31.7%) less active power during the over-frequency. The 
reduction response is less than 50 ms. 
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Fig. 5. Active power reduction due to 0.8 Hz over-frequency 
 
B.  Dynamic Voltage Support 

When referring to dynamic voltage support, it simply 
implies the requirements that a PV system should fulfill under 
fault conditions and grid disturbances (voltage dips). 
Furthermore, it defines the system’s behavior after the 
restoration of the fault. These requirements include Fault-
Ride-Through (FRT) requirements and reactive current 
injection. 

FRT describes possible scenarios of different voltage dips 
and how the grid-tied PV system, more specifically the PV 
inverter, should behave depending on the voltage dip and its 
duration. The PV inverter should remain connected to the grid 
for a certain period and if necessary support it by providing 
reactive current. The possible scenarios are described 
thoroughly in [11]. 

As cited before, the model contains a Reactive Power 
Support slot responsible for providing reactive current during 
voltage dips. To investigate this requirement, four different 
tests take place. In each test a different voltage dip is 
simulated for a different duration of time. The tests performed 
are seen in Table 2.   
 

TABLE 2: TESTS PERFORMED FOR FRT BEHAVIOR 
 

Test Maximum line-to-line 
voltage U/Un 

Duration of fault 
[ms] 

1 0 150 
2 0.2 550 
3 0.5 1000 
4 0.8 1500 

 
The tests are designed according to the specific standards 

for FRT examination in type-2 generating units. Type-2 units 
are those where no synchronous generator is involved that is 
directly coupled to the grid. Those standards are found in [12] 
for generating units and the German grid code. The different 
voltage dips are achieved by adjusting the fault impendence. 
All the obtained results are summarized in Table 3, while in 
Fig. 6 the results of Test 1 are seen, which corresponds to a 
pure short-circuit fault (100% voltage dip).  

 
 
 

 
 

  51-50.2=0.8 Hz 

   0.8 Hz*40%=32% 

50.2 Hz 

31.7% ≈ 
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TABLE 3: AGGREGATION OF THE RESULTS OF ALL TESTS 
 

Voltage 
dip 
[%] 

Voltage 
level in 
the LV 

bus  
[p.u.] 

Injected 
active 

power by 
the PV 
[kW] 

Injected 
reactive 

power by 
the PV 
[kVar] 

Injected 
reactive 
current 

by the PV  
[kA] 

100 0.057 0 26.72 0.681 
80 0.248 30.54 93.35 0.542 
50 0.525 138.15 124.55 0.342 
20 0.834 348.35 68.75 0.119 

 
Seeing the results of the above table, the following 

conclusions can be drawn. Starting with the most expected 
outcome, when the voltage drop becomes bigger the active 
power injection of the PV generator is less and in a pure three-
phase fault the injected active power is 0. The reason for this 
reduction of active power is to enhance the ability of the PV 
generator to provide reactive power for the voltage support. 
As seen in this case, the method is to reduce slowly the active 
power injection and increase at the same time the reactive 
power supply. Another method could have been to reduce at 
once the active power to zero, below a certain voltage dip (i.e. 
70%), and increase the reactive power supply to facilitate the 
voltage stability.  

As far as the reactive current injection and the voltage level 
at the connection point of the PV generator is concerned, 
which is the actual purpose of this investigation, it is seen that 
the reactive current injection is bigger when the voltage dip is 
bigger, trying to support the voltage until the fault clearance. 
The voltage at the connection point is never 0 not even for the 
100% voltage dip, where the generator remains connected for 
a maximum of 150 ms (typical operating time for protection 
relays) providing reactive current. Furthermore, the response 
time of the controller for injective reactive current is found to 
be almost instant (less than 30ms), therefore, the results are in 
accordance with the grid code. The reactive current injection 
follows eq. 2, where K is the droop parameter, which is 1 for 
this case. However, normally a factor of 2 is used as default, 
which is equivalent for the behavior of a synchronous 
generator. The value duac is the result of uac/before the fault - 
uac/during the fault. 

 

                                (2)q aci K du=  

 

1,000,750,500,250,00 [s]

1,25

1,00

0,75

0,50

0,25

0,00

-0,25

MV_Bus: Voltage, Magnitude in p.u.
Photovoltaic_LV: Voltage, Magnitude in p.u.

 0.080 s
 0.057 p.u.

 0.080 s
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(a) 
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500,00

375,00

250,00

125,00

0,00

-125,00

PV Generator: Total Active Power in kW
PV Generator: Total Reactive Power in kvar

 0.075 s
26.725 kvar

 0.075 s
 0.000 kW

 
(b) 
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(c) 
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(d) 
 

Fig. 6. FRT results during a pure short-circuit fault: (a) voltage level in LV 
and MV bus, (b) active and reactive power injection by the PV generator, (c) 
active and reactive current injection by the PV generator, (d) reference values 

of the id and iq components of the controller 
 

Finally, the injected reactive power by the generator is 
dependent on two inversely proportional factors, the voltage 
level and the reactive current. Thus, the maximum value 
should be at voltage dip of 50%, which is the case as seen in 
the Table 3. 

The reactive current injection and LVRT requirements are 
fulfilled in each of the 4 tests that the PV model is examined. 
The voltage stabilizes almost instantly after the fault clearance 
ensuring that the PV is capable of dynamic voltage support. 
 
C.  Static voltage support 

One important weakness of the model is the lack of ability 
to provide static voltage support under normal operation of the 
grid. The PV system must be able to address small voltage 
deviations at the point of connection and according to the 
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German grid code for MV the generator should be able to 
supply reactive power to maintain the voltage band within 
steady state operation limits (see Table 1). In order to correct 
this shortcoming and improve the model, a Q control is 
proposed, which is seen in Fig. 7. 
 

CosPhi(P)
array_a

ModeSelector
Mode

0

1

2

3

-

PICtrl
Kq,Tq

ConstQ
Qset

QmaxQmin
cosphimax,cosphimin

0

1

ConstCosPhi
CosPhiSet

Q(U)
array_b

Q2

Q3

Q1

Qmin

Qm
ax

Qout

Qref

Qdiff

Qgrid

ugrid

Q
4

 
 

Fig. 7. Proposed Q control 
 

The Q control is designed to operate in four different 
modes, which are presented in Table 4, depending on the 
system operator. The necessary input signals are the active 
power (P), the reactive power (Q) and the voltage (u) at the 
connection point of the PV generator (inverter).  
 

TABLE 4: DIFFERENT OPERATING MODES FOR Q CONTROL 
 

Mode 
selector Method of Q supply 

1 
Constant Q  

(based on a set-point value) 

2 
Constant cosφ  

(Q based on a set-point value of PF) 

3 
Function cosφ(P)  

(Q based on PF, which is dependent on P) 

4 
Function Q(U) 

(Q based on voltage) 

 
The controller “reads” the input values and according to the 

selective mode produces a Qref value. The mode selection is 
done by changing the parameter Mode from 1 to 4 in the 
parameter table. The Qref is then compared with the measured 
value of reactive power at the connection point, denoted as 
Qgrid in Fig. 7 and the difference (Qdiff) passes through a PI 
controller. The PI block is used to limit the Qdiff, in order the 
controller to provide a reactive power, which is as close as 
possible to the required Qref value. The PI controller uses as 
upper and lower limitation the values produced by the Q limits 
for MV block, which calculates the total maximum and 
minimum reactive power capability based on the active power 
at the connection point and Fig. 8.   
 

 
 

Fig. 8. Q Capability requirements according to MV grid code 
 

The shaded area in the above figure reflects the reactive 
power capability requirements according to the grid code for 
MV. The PV inverter should be able to provide reactive power 
within the area defined by 0.95lagging and 0.95leading PF. 

The final signal from the PI controller (Qout), which is in 
fact a reactive current component, passes though the main 
controller and then leads to the PV generator (PV inverter). 
Inside the main controller the signal is not subjected to further 
modifications. However, for normal operation and voltage dip 
bigger than 10% the reactive current injection and 
subsequently the reactive power is provided by this Qout value. 
Thus, inside the main controller there is a “switch” that 
changes between normal and fault operation according to the 
voltage deviation (voltage drop).   

In order to test the effectiveness of the implemented control 
a parameter event is set, where the active power injection by 
the static generator is being changed and specifically is being 
reduced from 450 kW to 250 kW as seen in Fig. 9. That can be 
the result of solar radiation change by setting a parameter 
event and changing the E value from Fig. 3. With this test the 
first three methods of Table 4 are examined. 
 

5,003,752,501,250,00 [s]

500,00

450,00

400,00

350,00

300,00

250,00

200,00

PV Generator: Total Active Power in kW  
 

Fig. 9. Active power injection change 
 

The Q controller is set at first to operate in Mode 1, then in 
Mode 2 etc. The constant Q in Mode 1 is chosen 56 kVar 
(which gives PF around 0.99, taking into consideration the 
nominal active power), while the PF in Mode 2 is chosen 0.98. 
In Fig. 10 the measured values of the reactive power at the 
connection point and for each method are presented in 
response to the parameter event.  

1 

2 

3 

4 

Q limits 

for MV 

PI  

Mode 

Selector 

ugrid 

Qgrid  

Pgrid 

Qref 

 

Qout 
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5,003,752,501,250,00 [s]

0,250

0,125

0,000

-0,125

-0,250

-0,375

Qctrl: Qgrid in constant Q method
Qctrl: Qgrid in cosphi (P) method
Qctrl: Qgrid in constant cosphi method  

 
Fig. 10. The measured values of the reactive power at the connection point in 

each method 
 

The results of the above graph show that when the 
controller operates in Mode 1, produces a constant value of 
reactive power based on the given set-point (reference value).  

On the other hand, when the controller operates in Mode 2 
(constant cosphi) and the active power is reduced at the 
connection point, the reactive power is reduced as well in 
order to maintain the PF constant at 0.98. That behavior can be 
clearly seen in Fig. 11 
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1,20

1,00

0,80

0,60

0,40

0,20

0,00

PV Generator: Power Factor
Qctrl: Pgrid
Qctrl: Qgrid  

 
Fig. 11. The behavior of the controller under Mode 2 operation 

 
At last when the controller operates in Mode 3, cosphi (P), 

the reactive power is supplied by adopting the PF according to 
the active power change and based on a characteristic that in 
reality is provided from the network operator. In this case the 
characteristic is seen in Fig. 12. The PF of course is kept 
within limits (0.95lagging and 0.95leading). 
 

 
 

Fig. 12. The characteristic of cosφ (P) of the controller under Mode 2 
operation 

 

As far as the last method/mode Q(U) is concerned, a 
different type of simulation event is set, in which, the voltage 
level at the connection terminal is being changed as shown in 
Fig. 13 with the straight line. The response of the controller in 
this increment of the voltage is to consume reactive power 
based on a specific droop. 
 

5,003,752,501,250,00 [s]

1,10

1,08

1,06

1,04

1,02

1,00

0,98

Photovoltaic_LV: Voltage, Magnitude in p.u.  
 

Fig. 13. Voltage change profile in Q(U) method 
 
 The marked area in the below Fig. 14 shows that the 
controller reached its limitations. 
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0,40

0,20

0,00

-0,20

-0,40

Qctrl: Qmax
Qctrl: Qmin
Qctrl: reactive power consumption by the controller  

 
Fig. 14. Reactive power support in Q(U) method 

 
V.  CONCLUSIONS AND RECOMMENDATIONS 

 
In this paper important aspects of a generic PV model built 

by DIgSILENT are examined. The model consists of a static 
generator with an integrated control scheme. Its static and 
dynamic behavior is investigated according to the 
requirements of the German grid code for the MV distribution 
network.  

Active power reduction requirement is effectively adjusted 
and operates in case of over-frequency events. The FRT 
requirement is tested under four different voltage dips of 
different duration each according to [12] for type-2 generating 
units. The results support the capability of the PV model in 
question to remain connected when a voltage dip occurs and 
provide reactive current when is needed according to the grid 
code. Thus, the grid stability is enhanced at the point of 
connection since remaining the generator connected is able to 
provide active power the moment the grid is stabilized without 
jeopardizing further the grid reliability (e.g. creating frequency 
problems under excess load conditions, leading to supply 

1 
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failure and even blackouts).  
As far as the static voltage support is concerned, initially the 

model had no relevant control. For this reason, a Q control is 
implemented capable to operate in four different modes as it is 
described by the grid code. The controller shows sufficient 
behavior when changes of active power and voltage take place 
at the terminal that the generator is connected. The switch 
between static voltage support and dynamic voltage support in 
case of a fault is inside the main controller and ensures 
reactive power support in any occasion. 

However, there are still many issues to be tested and 
improvements to be done in order the model to be able to 
address a wider range of requirements. Power quality studies 
and protection requirements are some of those issues. 
Furthermore and since the model includes an array model, the 
need of a more adequate PV array model is also necessary 
since no resistance losses are taken into account for the output 
values. However, for performing studies to examine the 
behavior of the network, this improvement is not considered 
necessary. 

Rounding up the conclusions of this paper, in response to 
the fact that policies and incentives have brought PV market to 
the fore, attention should be turned to address design and 
control issues that will encourage a high PV penetration 
without compromising the stability and normal operation of 
the power system. 
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Abstract— A large number of photovoltaic (PV) systems in the 

power system can cause a variety of different problems in grid 

operation. As PV modules can have different orientation, the 

influence on the grid operation, such as power gradients, 

voltage issues or overloading of assets, is also different. In 

order to evaluate the impact of PV module orientation on 

these issues various characteristics of seven differently 

orientated PV systems have been investigated: seasonal 

capacity factor, power gradients, peak power, area utilization, 

and correlation between generation and consumption. The 

capacity factor decreases for systems with a suboptimal 

orientation, but on the other hand the generated peak power is 

also lower. This is beneficial in case of voltage problems and 

asset overloading. Power gradients are lower and the energy 

production therefore smoother which leads to a reduced need 

for conventional power plants or other flexibility options to 

follow the gradients. East/West oriented PV systems achieve 

higher area utilization and yield per surface area and may 

negate the effect of peak power reduction. The correlation of 

production and consumption of PV systems not facing south is 

worse while a south orientated façade system has the best 

correlation.  

Keywords-PV; capacity factor; power gradient; peak power; 

area utilization; correlation 

I.  INTRODUCTION 

The current strategic objective of Europe’s energy policy 
is to reduce greenhouse gas emissions by 60-80 % by 2050 
compared to 1990 [1]. This involves a commitment to 
achieve 20 % reduction by 2020 through the improvement 
of energy efficiency by 20 % and increasing the share of 
renewable energies to 20 % [2]. This commitment has 
stimulated the growth of distributed energy resources and 
especially PV systems.  

The integration of renewable energy sources into the 
already existing infrastructure is a challenging task. Wind 
and solar power do not necessarily follow energy demand, 
but rather produce energy when their respective resource is 
available. A high penetration of renewable energy may lead 
to less correlation of a large proportion of energy production 
to demand. Since energy production and consumption 
within an electricity network always need to be balanced, a 
higher correlation is desired in order to lessen the needed 
controlling power range. A lower correlation of production 
and consumption at the lower voltage level also leads to 

over voltage problems and a power flow into the higher 
voltage level. 

The problem of over voltage stems from the peak power 
generation of PV systems during midday. A lower peak 
power would be beneficial in counteracting the issue, but 
decreases the yield of the PV system. A different 
orientation, instead of the much preferred south orientation, 
may be beneficial in this case. Ideally the energy production 
in the morning and evening could be higher, while the peak 
at midday is reduced. This potential behavior shall be 
investigated by exploring the change in key characteristics 
of PV energy production. The identified key characteristics 
are the capacity factor, power gradients, peak power, yield 
per surface area and correlation of production and 
consumption. Since the capacity factor corresponds to the 
yield per year and is a key indicator of profitability and 
likelihood of occurrence, it is considered first. Power 
gradients and peak power are relevant for grid operation and 
influence the system as a whole as well as at their respective 
connection point. The yield per surface area has an impact 
on system sizes and therefore influences potential peak 
power and yield. Since the balance of electrical generation 
and consumption always needs to be maintained in the grid, 
the correlation of these two is relevant for stability and 
difficulty of operation. 

II. PV SYSTEM SETUPS 

Seven PV system setups with different orientations were 
investigated. Their output was modeled for the city of 
Aachen in Germany (50°46'23" North 6°6'7" East). An 
overview of the setups can be found in Table I.  

TABLE I. SETUP OF PV-SYSTEMS 

 

The first PV-system is the reference system since it is 
usually the first choice when installing new PV modules. 
The second PV-system is a façade installation orientated to 
the south. The third PV-system is a horizontal system, which 
has been included for comparison reasons. These systems 
are normally not installed, as they tend to lose their 

PV System 

No. 
1 2 3 4 5 6 7 

Orientation South East/West Tracking 

Inclination 35° 90° 0° 15° 35° 90° Tracking 



performance very fast due to dirt, which cannot be washed 
away by rain. The fourth and fifth systems are east/west 
configuration with different inclination angles. The 
orientation east/west means half of the installed system faces 
east while the other half faces west. This is also true for PV-
system No. 6, which is also a façade system. Finally the 
tracking system is supposed to indicate the maximum 
possible energy yield at the chosen position. These seven 
PV-systems cover the whole range of reasonable PV 
orientations and should therefore be sufficient to get a good 
picture of the impact of PV module orientation on grid 
operation. 

III. IRRADIATION DATA 

In order to obtain irradiation data for the different 
orientations and inclinations the “Photovoltaic Geographical 
Information System” (PVGIS) [3] was used. With the given 
position, orientation and inclination, the system compiled a 
data set for a day of a specified month. These data sets 
contained typical daily irradiation values on a fixed plane or 
on a tracking plane. The obtained values were subdivided 
into average irradiation and clear-sky irradiation on a 15 
minute scale. Clear-sky irradiation was used to determine 
maximum ramp rates and peak power values over the course 
of one year. The energy output of the PV-modules was 
derived through evaluation of the average irradiation. Figure 
1 displays the average power generation of a day in April for 
all considered PV-setups. 

 

Figure 1. Average power generation of a day in April for all considered 
PV-setups 

 

IV. RESULTS 

A. Capacity Factor 

A PV system is intended to produce energy that can be 
sold or consumed by the owner. Therefore it is important to 
evaluate the impact of different orientations and inclinations 
on the energy yield. The orientation and inclination of PV 
modules determines the average daily irradiation on the 
system. The irradiation is directly linked with the power 
generation through size and efficiency of the PV-system.  

The capacity factor of the production is the ratio of 
yearly energy yield to theoretical generation capability per 
year (nominal power times 8760 h/a). When multiplying the 
capacity factor with 8760 h the number of full load hours 
can be determined. Figure 2 gives an overview of the 
capacity factor of all investigated setups.  

The highest energy yield can be achieved with a tracking 
system; it is roughly 20 % higher than the south orientated 
system. East/West orientated systems are only slightlyworse 
than south orientated; 10 to 20% less yield has to be taken 
into account as long as the inclination of the roof is not too 
high. A PV system on an easterly and westerly façade (PV 
system No. 5: East/West 90°) would produce 35% less 
energy than a south orientated façade system and 50% less 
than a south orientated system with optimal inclination. 
Such a system would be from an economic point of view not 
recommendable. 

 

Figure 2. Capacity Factor 

The load profile of residential customers in Germany is 
called the “H0-Profile”. It predicts the energy consumption 
of an average household and is normalized to a yearly 
consumption of 1000 kWh/a. When considering the 
standardized H0-Profile, there is a higher demand for 
electric power in winter (see Figure 4). Therefore it is 
reasonable to consider power generation per month. Figure 3 
depicts the capacity factor of each PV setup per month. 
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Figure 3. Monthely Capacity Factor  

 

 

Figure 4. Typical residential customer load profile (H0-Profile) 

Due to the course of the sun in summer (i.e. sunrise in 
the north-east and sunset in the north-west and the sun being 
higher in the sky) the capacity factor in June and July of an 
east/west orientated PV system is higher than the one of a 
south facing system. However when the power is really 
needed in the wintertime, the capacity factor of an east and 
west oriented PV-system is lower. A south orientated façade 
system provides a good capacity factor in the wintertime, 
while yielding slightly less in the summertime. With respect 
to the capacity factor, the east/west orientated system is 
therefore inferior to the south oriented systems. 

B. Power Gradients 

The energy production of solar power plants in Germany 
has priority dispatch and must be distributed by the grid [4]. 
Other power plants need to be able to follow the combined 
gradients of solar power generation and consumption. This 
is especially critical in the evening, when the sun sets and 
consumption grows. Hence a lower gradient for PV-systems 
is more desirable. Otherwise, more conventional power 
plants would need to be in reserve in order to match 
generation and consumption [5]. 

The values for maximum gradients within 15 minutes 
are shown in Figure 5. 

 

Figure 5. Maximal absolute gradient rated to nominal power within 15 
minutes 

These gradients are based on the clear-sky irradiation 
due to the course of the sun, especially at sunrise and sunset. 
Of course the ramp rates of individual PV systems can be 
much higher e.g. when a cloud is passing through, however 
this would be of stochastic nature and the correlation 
between various PV systems is in this case very low, 
whereas on a clear-sky the correlation between PV 
installations is very high, thus the gradients due to the 
course of the sun are the overall highest gradients to be 
expected.  

When comparing the PV systems in Figure 5 the highest 
gradients can be found for tracking systems closely followed 
by a south façade. The lowest gradients exist for low 
inclination combined with an east/west orientation. Here the 
energy production is smoothed compared to a south oriented 
system. From grid operation point of view, east/west 
systems are therefore advantageous in terms of gradients 
versus south orientated or tracking systems. However this is 
only true for unrestricted operation. In case gradients do 
really produce a grid operational problem, the gradients of 
the PV system can be limited using the (maximum) power 
point tracker of the inverter as depicted in Figure 6. This is 
particular true for positive gradients, but also negative 
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gradients can be limited to a certain extent, as the clear sky 
power production curve can be very well predicted. The 
reduction in yield depends on the chosen maximum power 
gradient. 

 

Figure 6. Example of limitation of the maximum power gradient of PV 

System No. 7 (Tracking) 

C. Peak Power 

Depending on the size of the solar power plant it will 
either be connected to the low-voltage grid or the medium-
voltage grid. Especially in the low-voltage grid the 
maximum peak power generation of a PV-system 
determines the voltage level at the connection point and 
loading of transformer and cables. A high peak power and 
high penetration of PV may cause a breach of the allowed 
voltage or overloading of utilities. This could lead to costly 
extensions of the low-voltage grid. 

As shown in Figure 7 an east/west orientation reduces 
the maximum peak power in relation to a south oriented PV-
module. A higher inclination is beneficial in further 
reducing the maximal peak of east/west oriented systems. 

 
Figure 7. Maximal peak power rated to nominal power 

The peak power reduction and the reduced yield 
compared to PV system No.1 is shown in Figure 8. Peak 
shaving refers to using PV system No.1 and cutting its 
power output at 70% of its nominal power. This results in a 
reduction in the yield of about 5% [6]. 

 

Figure 8. All PV Setups compared to PV System No. 1: South 35° 

The result for a south façade system is very unfavorable, 
as the reduced yield is twice as high as the favorable peak 
reduction. For east/west orientated PV systems at a low 
inclination the reduction of peak power and of the yield is 
almost equal at a low inclination. A higher inclination 
(East/west 35° and 90°) pulls the individual peaks of the east 
and west orientated modules in relation to daytime further 
apart. Therefore the reduction in peak power is higher than 
that of the yield compared to a south oriented system. A 
tracking system provides higher yield without an increase of 
peak power. Peak shaving on the other hand provides a 
significant reduction of peak power while the reduction in 
yield is less severe. 

Figure 9 displays an example of the lower peak power 
and lower gradients of an east and west oriented PV system 
in comparison to a south oriented system. The conditions are 
clear-sky on a day in May. 

 

Figure 9. Comparison of the PV production on a clear day in May 
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D. Yield per surface area 

An advantage of east/west oriented PV modules on 
rooftops or on an open field is the different arrangement of 
the system. On rooftops it may be possible to use double the 
amount of space compared to a south facing system, if both 
sides of the roof can be filled with PV modules. In an open 
field an area utilization of 35-40% for south oriented 
modules can be achieved, while an east and west oriented 
system has an area utilization of 70% [7]. The low area 
utilization of south oriented modules is given by the need to 
avoid shadowing. 

While better area utilization is beneficial for the owner, 
it also compensates the lower peak power at midday due to 
bigger possible system sizes. This counteracts the potential 
of lower load and over voltage within the low voltage level. 
Considering an open field and filling it with PV modules 
would result in a 75% higher installed capacity for an 
east/west oriented system compared to a south oriented 
system. Figure 10 displays the increase of peak power and 
the gain of energy production compared to PV System No.1. 
Since façade systems would not be feasible on an open field 
and horizontal systems would be difficult to keep clean they 
have not been considered. The previously observed benefit 
of reduced peak power has changed to a significant increase, 
however the energy yield has increased even more. 

 

Figure 10. Effects of open field area utilization compared to PV System 
No.1: South 35° 

E. Correlation between Production and Consumption 

Assessing the matching of generation and consumption 
can be done through evaluation of the correlation 
coefficient. A correlation coefficient with respect to 
consumption can be within the range of minus one and plus 
one. A value near minus one implies a high correlation 
between generation and consumption whereas a value near 
zero means no correlation and a value near plus one 
indicates an anti correlation [8]. The standardized H0-Profile 
was used to represent the consumption, because most of the 
decentralized PV production should be consumed within the 
low voltage grid by households in order to minimize grid 
load. Since the average production of a PV system is in 
principle axially symmetric either side of midday, it has 
positive and negative gradients which can be more closely 
evaluated. Therefore the correlation coefficient over the 
course of one year has been calculated for the whole day, in 
the morning from 0 am to 12 am and in the afternoon from 0 
pm to 12 pm. 

The results depicted in Figure 11 indicate a worse 
correlation between production and consumption when PV-
modules are not facing south. A higher inclination of PV-
modules oriented to the east and west even worsens the 
relationship. The higher positive values for the latter half of 
the day are implying that the production decreases at the 
same time as the load increases. The best correlation can be 
observed when using south oriented façade systems. 

 

Figure 11. Correlation coefficient between PV production and load 

V. CONCLUSION 

This paper investigates the difference between south 
oriented and east/west oriented PV modules with respect to 
grid related characteristics. Table II gives a rated overview 
of all key characteristics related to PV energy production. 
As a benchmark of the rating, the seven PV systems are 
compared among each other and not against other 
technologies like conventional power plants.  

When analyzing this table, there is no obvious optimal 
orientation for grid operation. Every PV setup has its pros 
and cons. 

System No. 1 facing south with an optimal inclination 
performs well when looking at the energy yield, especially 
also in winter time. The power gradients and the peak power 
are pretty high, inducing some problems for grid operation. 
However, by limiting the peak to 70 % and also restricting 
the gradients, this system can achieve the same good 
characteristic as the east/west orientated systems. The results 
for energy yield on an equivalent area do show an inferior 
characteristic compared to east/west. The correlation 
between production and consumption is remarkably good.  

System No. 2, the south façade, performs especially well 
in energy yield during winter time and the correlation with 
consumption. Otherwise the overall yield is fairly bad. 

System No. 3, the horizontal modules, is naturally good 
in terms of power gradients, however it has only an average 
correlation characteristic and a small energy yield during 
winter time.  
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TABLE II. CONCLUSION OVERVIEW 

PV System No. 1 2 3 4 5 6 7 

Orientation South East/West Tracking 

Inclination 35° 90° 0° 15° 35° 90° Tracking 

Equivalent rated power 

Yield 

overall good bad o.k. o.k. o.k. very bad very good 

winter good good bad bad bad very bad very good 

summer good very bad good good good very bad very good 

Power Gradients o.k. bad very good very good good o.k. very bad 

Peak Power bad o.k. o.k. o.k. o.k. very good bad 

Equivalent area 

Yield 

overall bad n/a n/a very good good n/a o.k. 

winter o.k. n/a n/a good good n/a good 

summer bad n/a n/a very good good n/a o.k. 

Power Gradients good n/a n/a very good o.k. n/a very bad 

Peak Power good n/a n/a bad o.k. n/a good 

Correlation between production and consumption good very good o.k. o.k. o.k. bad good 

 

System No. 4, east/west orientation with a small 
inclination, has a very good natural power gradient for an 
equivalent rated power. However the main advantage of 
such a system is the usage of space. This system is particular 
good in overall energy yield when looking at an equivalent 
area. However in this case the peak power might induce 
some grid operational issues. 

System No. 5, east/west with a higher inclination, is very 
similar but in many cases not as good as system No.4.  

System No. 6, east/west façade, is probably the worst 
system. The only advantage is a fairly low power gradient 
and very low peak power. 

System No. 7, tracking, could probably emulate all other 
systems. Due to its ability to capture as much energy as 
possible it has the highest yield but also produces, if not 
restricted, the highest power gradients and peaks. 

All results have been determined based on calculations 
of a location in Germany and are therefore quite specific for 
Germany's latitude. For other latitudes the results will be 
slightly different, i.e. further to the north (e.g. Sweden) the 
south facing system will be more advantage and further to 
the south (e.g. Portugal) the advantages of East/West might 
be more pronounced. 
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Abstract-- Photovoltaic systems continue to be deployed at 

increasing levels and their impact on the electric grid needs to 
be evaluated more accurately.  This includes the impact both in 
the local grid where they are connected and the impact on the 
operation of the whole system. As a consequence, adequate 
models of panels, inverters, and the rest of the grid are 
required. Models of photovoltaic systems need to characterize 
their dominant characteristics and effects on the electric grid 
for the different types of studies, i.e. load flow, harmonic 
distortion, voltage stability and electromagnetic transient 
studies.  This paper gives an overview of models that are 
currently in use for different types of grid impact studies, and 
points to their applications and limitations. 

 

 
Index Terms—Photovoltaic, Grid impact, Model. 

I.  INTRODUCTION 
rid connected photovoltaic (PV) systems have been 
used for several decades already. The number of 

systems installed and their rated power are growing, and 
they are connected from low to high voltage networks. Their 
influence on the overall electric grid is becoming more 
significant, and significant attention should be given to 
future scenarios and preventing possible problems, as well 
as to increasing efficiency and reliability. 

Evolution of PV modules, inverters, and requirements for 
connecting PV systems to the grid is constantly asking for 
new grid impact studies. According to a report of IEA [1], 
the installed PV system capacity in 22 analyzed countries 
was 103 MW in 1992, 678 MW in 2000, and 34953 MW in 

                                                           
This work is supported by Forschungszentrum Jülich – ETN, 

Energimyndigheten, and Energinet.dk as a part of the European project 
“Smart Modelling of Optimal Integration of High Penetration of PV” 
(Smooth PV). Project website: http://www.smooth-pv.info/ 

V. Ćuk is with the Eindhoven University of Technology, p.o. box 513, 
5600 MB Eindhoven, the Netherlands (e-mail: v.cuk@tue.nl). 

P. F. Ribeiro is with the Eindhoven University of Technology, p.o. box 
513, 5600 MB Eindhoven, the Netherlands (e-mail: p.f.ribeiro@tue.nl). 

J. F. G. Cobben is with the Eindhoven University of Technology, p.o. 
box 513, 5600 MB Eindhoven, the Netherlands (e-mail: 
j.f.g.cobben@tue.nl). 

W. L. Kling is with the Eindhoven University of Technology, p.o. box 
513, 5600 MB Eindhoven, the Netherlands (e-mail: w.l.kling@tue.nl). 

F. R. Isleifsson is with Risø, Technical University of Denmark, 
Frederiksborgvej 399, 4000 Roskilde, Denmark (e-mail: fris@risoe.dtu.dk). 

H. W. Bindner is with Risø, Technical University of Denmark, 
Frederiksborgvej 399, DK-4000 Roskilde, Denmark (e-mail: 
hwbi@risoe.dtu.dk). 

N. Martensen is with Energynautics GmbH, Robert-Bosch-Strasse 7, 
64293 Darmstadt, Germany (e-mail: n.martensen@energynautics.com). 

A. Samadi is with the KTH Royal Institute of Technology, 
Teknikringen 33, SE-100 44 Stockholm, Sweden (e-mail: afshins@kth.se). 

L. Söder is with the KTH Royal Institute of Technology, Teknikringen 
33, SE-100 44 Stockholm, Sweden (e-mail: Lennart.Soder@ee.kth.se). 

2010. These numbers clearly show that PV systems are 
quickly becoming an important part of the electrical power 
system, and should be taken into account in system studies.    

The literature is offering a number of models for power 
flow, stability, short-circuit, transient, and harmonic load 
flow studies, with details added or neglected for each 
specific study type. However, there is still a need for a 
generalized modeling approach to initiate the modeling 
process with the selection of the appropriate model which 
would emphasize the dominant effect of PVs on the system. 
The objective of this paper is to give an overview of 
available models of PV systems for different types of 
studies, and to explain their applications and limitations. 
Attention is also given to the aggregation of multiple units 
and their summated effect on grid operation. 

An overview of characteristics of different PV models 
and studies is given in Table I. Each type of studies is 
elaborated further in a separate section. 

II.  MODEL FOR POWER FLOW CALCULATION 
 In normal steady state operation the control system of 

the converter determines how the solar generator must be 
represented. In the most common case, the generator will be 
operated as a PQ node. In this mode, the generator is 
assumed to produce constant active and reactive power. The 
active power contribution in reality depends on the solar 
irradiation, which is assumed to be constant for the point in 
time under investigation. The converter control system is set 
up to achieve a constant reactive power contribution as well, 
as modern converter systems can operate freely within a 
certain reactive power range. Converter control system 
modes of constant power factor or constant reactive power 
only correspond to different data input modes for the 
generation asset as a PQ node. 

Due to their ability to adjust their reactive power 
contribution within a certain range, converter-based power 
plants can also be used for voltage control. When used in 
this function, the solar power plant must be treated as a PU 
node in the power flow calculation. At the PU node active 
power and voltage magnitude are known values, and 
reactive power and voltage angle are determined by the 
power flow calculation. As with all generation assets, the 
maximum currents have to be taken into account – the 
calculation procedure must ensure that the reactive power 
limits of the voltage-controlling converter are not exceeded. 

Software packages usually achieve this by internally 
converting nodes from PU to PQ where needed. 

 A third variant is that setpoints can be given for both
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TABLE I 

CHARACTERISTICS OF DIFFERENT TYPES OF MODELS AND STUDIES 
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voltage and reactive power at the same asset. Since it is 
impossible to perform voltage control and reactive power 
control at the same assets, the setpoint deviations of both are 
weighted against each other, using a weighting factor called 
droop. Higher droop settings shift the weight from a smaller 
voltage setpoint deviation towards a smaller reactive power 
setpoint deviation. This type of node is called a DU node, 
which references the resulting voltage setpoint deviation. 
Since neither voltage nor reactive power is known from the 
beginning, the power flow algorithm starts with the 
assumption of zero voltage setpoint deviation and then 
adjusts both voltage and reactive power in each iteration 

step. This works because the correlation between voltage 
and reactive power at the node is known from the droop 
setting. Of course, reactive power limits must be taken into 
account in the same way as for a PU node. 

III.  MODEL FOR SHORT CIRCUIT CALCULATION 
 In the past, converter-based generation assets did not 

contribute a significant share of active power generation to 
the power system. Since their reactive current contribution 
to short circuit currents is also limited in comparison to the 
traditional synchronous machine based power plants, it was 



 

common practice that they were immediately disconnected 
when a fault was detected. However, this practice is not 
feasible any longer with the increasing share of converter-
based generation. Disconnecting large active power shares 
generated by such assets has a severe impact on system 
stability and can cause supra-regional blackouts. 

New connection guidelines and regulations (grid codes) 
therefore require that new converter-based power generation 
assets of significant size be capable of “riding through 
faults”. They have to remain connected to the grid as long as 
the fault impact does not exceed certain specified limits. 
While they remain connected their control system has to 
respond to voltage changes by adjusting the reactive current 
contribution along a given characteristic, which mimics the 
contribution of a synchronous machine. The required control 
system response is fast enough to guarantee appropriate 
contribution to transient fault currents. As a result, short 
circuit calculations must include the contribution of 
converter-based assets for accurate results. 

Short circuit calculations are carried out in network 
planning and network operation. In network planning, 
approximate solutions are acceptable, as there are often 
other factors that are not fully known yet, and the intention 
of the study is the appropriate dimensioning of circuit 
breakers. It is often acceptable to apply the synchronous 
machine model also for converter-based generators in this 
kind of study. 

However, in network operation, more accurate results are 
required to determine whether the given equipment is 
capable of dealing with short circuit currents that can occur 
after switching the grid to a different configuration. The 
approach to use the synchronous machine model could be 
taken as well, but the results will not be very accurate. The 
problem is the limitation of the reactive current magnitude 
by the converter: power electronic converters are limited to 
produce current up to their rated current, which they 
produce at nominal apparent power. However, synchronous 
machines can provide transient short circuit contributions 
above their nominal current by a factor of up to eight. The 
representation of a converter by a synchronous machine 
model can therefore only be accurate to a certain degree 
(i.e., when certain conditions are met). When the 
synchronous machine model parameters are set correctly for 
a short circuit at the generator terminals, they will be 
incorrect for remote faults and vice versa. Due to the 
limitation of the converter contribution to the short circuit 
current, this contribution is in fact independent of the fault 
distance to some degree. Only if the voltage drop at the 
converter remains within certain limits, the fault current 
contribution will resemble a synchronous machine. This 
behavior is fundamentally non-linear, and cannot be 
represented in the traditional and standardized linear short 
circuit calculation methods. 

An alternative approach is to run a dynamic simulation 
for each case. Unfortunately, this approach requires a much 
higher modeling effort and significantly more time for 
simulation and result evaluation. In fact the effort is so high 
that this approach must be considered infeasible for use in 
regular network operation. 

A new approach has recently been developed by 
DIgSILENT GmbH [2]. The basic idea is to accept the non-
linearity of the converter characteristic and use an iterative 
approach for the short circuit calculation in the transient 
time scale. In comparison to the traditional short circuit 
calculation methods, this leads to longer calculation times. 
However, sufficiently accurate results can be obtained while 
still avoiding the additional effort of time-domain modeling 
and simulation. 

IV.  MODELS OF PV PANELS AND MPP TRACKING 
Describing solar array I-V characteristic according to 

irradiance and temperature is mainly analyzed by two 
lumped models in literature, namely single diode model 
(SDM) and double diode model (DDM). DDM considers 
more parameters and along with gives better precision 
particularly at low irradiation [3]. In SDM (Fig. 1), current-
voltage characteristic function of the PV array is depicted 
as: 

 
 𝐼𝐼 = 𝐼𝐼𝑝𝑝ℎ − 𝐼𝐼0 �exp �

𝑉𝑉 + 𝑅𝑅𝑆𝑆𝐼𝐼
𝐴𝐴𝑉𝑉𝑡𝑡

� − 1� −
𝑉𝑉 + 𝑅𝑅𝑆𝑆𝐼𝐼
𝑅𝑅𝑝𝑝
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In (1), I0 is the dark saturation current, RS is the cell 

series resistance, Rp is the cell parallel resistance, A is the 
diode quality (ideality) factor and Vt is the junction thermal 
voltage which is described by Vt = kTstc/q, where k is the 
Boltzmann’s constant, q is the charge of the electron and Tstc 
is the temperature at standard test condition (STC). 

Iph is the photo-generated current which is a linear 
function of irradiance and a function of temperature [4]. Iph, 
in short circuit condition, can be approximated to: 

 
 𝐼𝐼𝑝𝑝ℎ(𝐺𝐺,𝑇𝑇) = 𝐼𝐼𝑠𝑠𝑠𝑠 ,𝑆𝑆𝑆𝑆𝑆𝑆

𝐺𝐺
𝐺𝐺𝑆𝑆𝑆𝑆𝑆𝑆

�1 + 𝐾𝐾𝐼𝐼(𝑇𝑇 − 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 )� (2) 
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Fig. 1. Single diode scheme 

 
where G is irradiation and GSTC is irradiation in 
STC(1000W/m2), Isc,STC is the short circuit current at STC, 
Tref is the reference temperature at STC(298°K) and KI is the 
short-circuit current temperature coefficient(%/°K). 
Moreover, open circuit voltage can be expressed as a linear 
function of temperature [4]. 
 

 𝑉𝑉𝑂𝑂𝑂𝑂(𝑇𝑇) = 𝑉𝑉𝑂𝑂𝑂𝑂 ,𝑆𝑆𝑆𝑆𝑆𝑆 + 𝐾𝐾𝑉𝑉(𝑇𝑇 − 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 ) (3) 
 
where VOC,STC is the open circuit voltage in STC and KV  is 
the open-circuit voltage temperature coefficient(V/°K).  

For, DDM (Fig.2) V-I characteristic function is 
illustrated as [3]: 

 
 I=Iph-I01 �exp �

V+RSI
Vt

� -1� -I02 �exp �
V+RSI

2Vt
� -1� -

V+RSI
Rp

 (4) 



 

Finding unknown parameters requires iterative process, 
in [4] was shown how to derive solar array parameters 
through datasheet values. However, by reducing the 
complexity of model, for instance neglecting parallel 
resistance and assuming some approximations it would be 
possible to reach a four-parameter model based on the 
analytical expressions. 

D1 D2

Rs

Rp V

I

ID1 ID2

Iph

 
Fig. 2. Double diode scheme 

 
The characteristic of PV array power-voltage for 

different irradiation levels has been illustrated in Fig. 3. As 
can be seen, by decreasing the irradiance level the output 
power decreases. Fig. 4 depicts that the output power of 
solar array is reduced when the temperature rises. It is 
desired that PV system operates at Maximum Power Point 
(MPP) then the desired operating point for each PV cell is 
Imp and Vmp. 

 

 
Fig. 3. Irradiance impact on power-voltage characteristic of a PV cell 

 
Extracting maximum power from the PV array needs 

Maximum Power Point Tracking (MPPT), therefore MPPT 
is the essential part of PV system. MPPT function is to 
regulate output voltage and current of the PV system in such 
a fashion to get maximum power of the PV array according 
to weather conditions. Different MPPT algorithms have 
been proposed and implemented such as perturb and observe 
(P&O), incremental conductance (IncCond), fractional 
open-circuit voltage, fractional short-circuit current and etc. 
P&O method makes a perturbation in voltage and observes 
the consequent of this change on the output current and 
power of PV array, in doing so if the power increases, the 
perturbation is held in the same direction otherwise it is 
reversed [5], [6]. Once the MPP is reached, there would be 
an oscillation at output power of PV. Reducing perturbation 
step size decreases oscillation but in the meantime slows 
down the MPPT. Some methods have been proposed to get 
optimum perturbation step size by having variable step size 
[6]. Under fast environmental change within one MPPT 
perturbation, MPPT may fail to track the correct MPP and 
getting diverged. Some techniques like employing three-
point weight comparison or optimizing sampling rate have 
been introduced to overcome this drawback [5]. Incremental 
conductance performance is based on this fact that the slope 
of power curve is zero at MPP. Via comparing instantaneous 
conductance (I/V) and incremental conductance (ΔI/ΔV), 
MPP is met when both of conductances are equal [4], [5]. 

The speed of MPPT is adjusted by the increment step size. 
By large increment step size, on the one hand fast MPP 
tracking can be obtained but on the other hand the system 
would oscillate around MPP. In order to minimize 
oscillation different procedures have been proposed [6]. 
Fractional open-circuit voltage and fractional short-circuit 
current are two similar approaches that are taking the 
advantage of close linear relationship between VMPP and 
VOC, VMPP=k1VOC, as well as IMPP and ISC, IMPP=k2ISC, for 
varying environmental conditions [6], [7]. Where k1 and k2 
depend on PV array characteristic and must be calculated for 
different atmospheric conditions in advance. Once the ki 
(i=1,2) values determined, VMPP and IMPP can be determined 
by measuring VOC via shutting down the power converter 
which leads to temporarily loss of power. Moreover this 
approach is based on the linear approximation and 
increment step size, by doing so exact MPP might not be 
achieved. In fractional short-circuit current method 
measuring ISC during operation of the system needs extra 
switch to periodically short the PV modules to get ISC which 
brings about power reduction. Moreover as fractional open-
circuit voltage, exact MPP is not finely matched. There are 
other types of MPPT algorithms available in literature. In 
[6], it is mentioned that there are at least nineteen distinct 
algorithms in literature. However, P&O and IncCond are 
widely employed in industry. 

 

 
Fig. 4. Temperature impact on power-voltage characteristic of a PV cell 

 
MPPT plays a key role in performance of the PV system 

to the extent that speed of the system is dominated by the 
MPPT, this issue has been addressed in [8] and according to 
it a dynamic model for the PV system based on the 
analyzing of experimental results was developed. 

V.  MODELS FOR VOLTAGE STABILITY STUDIES 
A large fraction of the PV systems that are being 

installed are connected in the LV distribution system at the 
end costumer’s premises. The implication of that is that the 
operating conditions of the LV voltage grid are changed 
significantly. In particular often there will be bi-directional 
power with rapid changes which has an impact on the 
voltage level and the voltage fluctuations of the grid. It is 
thus necessary to have tools enabling analysis of the voltage 
issues and investigation of possible solutions. These tools 
should be able to assess the impact of the PV connected 
along a feeder i.e. they should be able to simulate the LV 
grid with consumption and realistically represent the PV 
input. Since many of the issues with integration of PV are 
associated with the fluctuations it is necessary to be able to 
do proper time series simulations to be able to assess the 
statistical properties of the voltage such as distribution of 
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voltage level and amount and size of voltage fluctuations. 
 

 
Fig. 5. Active power production from a PV plant showing two days 

with different cloud coverage 
 

The electrical models to analyze the grid impact will be 
standard load flow models of the grid [9] implemented in 
simulations tools for power systems [10], [11]. The main 
problem is proper modeling of the input to represent the 
fluctuations of the PV production on the relevant timescales, 
seconds-hours but also representing the correct distribution 
between different types of days such as days without cloud 
cover, days with different types of partial cloud cover (large 
/small, fast/slow moving) and days with unbroken cloud 
cover. A related issue of importance is correlation between 
different PV installations connected to a feeder and 
correlation with consumption. Another important issue is the 
ability of the tools to represent the control of the active 
components of the system e.g. inverters, storage units and 
controllable loads. 

To illustrate some of the issues the power fluctuations for 
the PV installation that is part of SYSLAB @ Risø DTU 
[12] have been analyzed. The power production from the PV 
plant is shown in Fig. 5 for the days analyzed. The data has 
been processed to show the fluctuations at different 
timescales. Fig. 6 shows the fluctuations on a day with clear 
sky while Fig. 7 illustrates the situation on a day with 
passing clouds. It is very clear from the figures that it is 
necessary to have a good description of the input i.e. the 
solar irradiation on both short on short timescales (intra-day) 
and longer timescales, day to day and over the year. 

The solar power production will induce voltage 
variations in the grid due to the impedances of the grid. For 
traditional LV grids the voltage is highest at the bus bar and 
decreases along the feeder to have the maximum capacity 
without violating the voltage range. When solar power is 
introduced the picture gets slightly more complicated since 
the solar power is contributing to raising the voltage. The 
result is that situations could occur where the voltage is 
above the upper limit allowed due to the solar power 
production and the consumption. The situation for a feeder 
in SYSLAB is shown in Fig. 8. The maximum and 
minimum voltage curves are for situations with maximum 
solar power/minimum consumption resp. minimum solar 
power/maximum consumption while the two curves in 
between illustrates how the inverter on the PV installation 

can be controlled to narrow the range of voltage level 
variation by consuming resp. producing reactive power. 

 

 
Fig. 6. Fluctuations of the power output of a PV plant on a cloudless 

day. The color map shows the number of fluctuations at different power 
levels against the length of time from the observation to the change in 

power output 
 

 
Fig. 7. Fluctuations of the power output of a PV plant on a cloudy day. 

The color map shows the number of fluctuations at different power levels 
against the length of time from the observation to the change in power 

output 
 
The above figure illustrates one of the options that exist 

to mitigate the issue of voltage level variations. Other 
options exist such as on load tap changers or energy storage. 
This emphasizes the importance of being able to model the 
various options with realistic input and control of the active 
components. 

VI.  MODELS FOR HARMONIC INTERACTION STUDIES 
Harmonic interaction studies can be done in the time 

domain, frequency domain, or as hybrid calculations [13], 
[14].  

Time domain calculations use differential equations, and 
therefore require detailed models of power electronic 
devices, including the control algorithm of the PV inverter. 
With a detailed model of a device, they are known to be 
very accurate when predicting behavior in different 
conditions. Examples of studies done in the time domain are 
given in [15]-[18]. A restriction of time domain calculations 
is that they are difficult to do for systems with a large 
number of different units. Including the control algorithm of 
several different devices can be a problem or even 



 

impossible, since their control algorithms are not always 
available.  

 

 
Fig. 8. Voltage levels along a feeder connected to a busbar at one end 

and a PV plant at the other. The figure shows four different states of 
production and consumption; a low load and high production state; a high 
load and low production state and then those two states with compensation 

from the PV plant 
 
Calculations in the frequency domain are widely used for 

harmonic studies. Sources of harmonic currents are 
represented as ideal or non-ideal current sources, or the 
current is determined from a look-up table based on the 
voltage of the busbar. As [14] suggests, a harmonic source 
can also be represented as voltage source with a series 
impedance, or as a current source dependent on the system 
impedance (current re-injection), which emphasizes the 
effect of the system impedance on the current of the source.  

Several types of calculations are proposed in the 
frequency domain [13], [14]: current source method, power 
flow method, and iterative harmonic analysis. Examples of 
studies in the frequency domain are given in [19]-[23]. 

Current source method solves the network equation: 
 
 [Z][I] = [U] (5) 
 

for each harmonic frequency. Harmonic currents are 
assumed to be independent of voltages which makes the 
calculation relatively simple, but also reduces the accuracy. 
Network elements that do not generate harmonics are 
modeled as linear impedances. Background harmonic 
voltages that originate from higher voltage levels can be 
modeled as voltage sources. 

Harmonic power flow method uses a Newton-type 
algorithm to solve current and voltage equations at the same 
time for a single frequency. This allows the harmonic 
current sources and other elements to be voltage dependent, 
and gives more accuracy. On the other hand, the calculation 
becomes more complicated than the current source method. 
A number of software tools use this method for harmonic 
analysis of the system. 

Iterative harmonic analysis is an advanced version of 
direct and power-flow calculations. The original methods 
are supplemented with voltage dependent current sources, 
and sometimes even the frequency coupling. The direct 
matrix or power-flow simulation is initially executed with 
assumed voltages on busbars of non-linear elements, 

resulting in initial harmonic current values. These voltages 
are then compared with calculated voltages for those 
busbars, and if needed, the calculation is repeated with new 
values for current sources. This iterative procedure is 
repeated until the voltage changes on busbars are within the 
desired error margins. The accuracy of these methods is 
dependent on the complexity of models used. When detailed 
models of all elements are used very accurate results can be 
achieved, but on the other hand the models require a lot of 
parameters, which sometimes makes them difficult to 
implement for complex systems. 

Hybrid calculations are a mixture of time and frequency 
domain methods. Currents of non-linear elements are 
calculated in the time domain, based on the voltages which 
are solved in the frequency domain, usually with iterations. 
This type of calculation was still not used for harmonic 
studies with photovoltaic systems. 

Frequency dependent impedance of the system is 
important for harmonic interaction studies. Harmonic 
voltages are often increased due to a resonant or near-
resonant condition, and therefore attention should be given 
to the effect of impedance of PV inverters. Other nearby 
equipment, such as power factor correction capacitors, 
should be taken into account. 

In the case of multiple inverters connected to the system, 
an aggregated model can be used to substitute the effect of 
all units. Summated current can have a maximal value equal 
to the arithmetical sum of individual currents, but due to the 
phase angle diversity of individual currents the sum is 
usually lower than that. Technical reference [24] suggests 
using a generalized summation law for determining the total 
harmonic current of random loads: 

 
 

𝐼𝐼𝑆𝑆𝑆𝑆𝑆𝑆 = ��𝐼𝐼𝑖𝑖
𝛽𝛽

𝑖𝑖

𝛽𝛽
 (6) 

 
where β is the summation coefficient with a value of 1 or 
greater, depending on the harmonic order. General 
considerations about the summation of random currents are 
given in [24]-[27]. Examples of aggregated models of PV 
inverters are given in [28], [29]. Reference [28] presents 
measurement result in which β had a value of approximately 
1 (arithmetic summation) for harmonic orders up to 17, and 
a value of approximately 2 for higher orders. 

VII.  MODELS FOR ELECTRO-MAGNETIC TRANSIENT STUDIES 
Behavior of PV inverters during electro-magnetic 

transients can be accurately modeled in the time domain. As 
mentioned in previous sections, this requires significant 
modeling effort. Converters control plays a key role during 
transients and has to be modeled accurately. This makes it 
difficult to model large systems with a great number of 
inverters. Examples of time domain studies are given in 
[30], [31]. 

Aggregation of PV inverters in electro-magnetic transient 
studies still needs to be explored. More work in this field is 
needed to obtain simplified models of a large number of 
inverters, because new regulations oblige even small 



 

inverters to comply with certain low voltage ride-through 
requirements. 

VIII.  CONCLUSIONS 
Considerations on Photovoltaic system modeling for grid 

interaction studies are presented in the paper. An overview 
of different PV models for different types of studies is 
given, with their applications and limitations. 

For load flow calculations, they can be modeled as 
constant active and reactive power nods, or voltage 
dependent, as described in section II. 

PV systems and other converter-interfaced generators 
were often neglected in short-circuit studies, but new fault 
ride-through requirements are increasing their contribution 
in short-circuit currents. The approach for modeling them is 
described in chapter III. 

PV modules are modeled with single diode or double 
diode circuits. Different MPP tracking algorithms are 
described in section IV. 

For LV network voltage level studies it is important to 
take into account the effect of weather conditions, such as 
solar irradiance, temperature, and cloud formations. These 
effects are emphasized in section V. 

Harmonic interaction studies are usually done in the 
frequency domain, using ideal or non-ideal current sources 
as models of PV systems. Simulations can also be done as 
iterative or in the time domain. It is important to estimate 
the effect of PV inverters on the frequency dependent 
impedance of the rest of the system. These effects are 
described in section VI. 

Electro-magnetic transient studies are done in the time 
domain, using detailed models of power electronics and 
controls of inverters. At present, no simplified models are 
proposed for this type of studies.   

Concerning the aggregation of multiple PV systems, for 
load flow studies they can be summated arithmetically, and 
for harmonic studies using summation coefficients. For 
stability and electro-magnetic transient studies more work is 
needed to obtain simplified summated models. 
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The core part of this report is the literature overview that was performed to get an overview of 

the research field and the most recent findings. The results of the survey are presented below, 

divided on observations of variability and smoothing in monitored data for PV power 

production, observations of variability and smoothing in solar radiation data and theoretical 

and empirically based models. For a summary and brief overview of the most important 

findings in the studies described below, see Appendix A.   

 

Observed variability and smoothing in monitored PV data 

Three recent studies from the American company SunEdison show empirically how the 

variability of the power output from PV system ensembles depends on the sizes of individual 

systems and on the geographical dispersion of systems. In Golnas and Voss (2010) PV system 

fleets in three service territories in the United States were studied; two in California and one 

in New Jersey. In total 67 PV systems, continuously monitored with a 1-min resolution, were 

considered in the study, with seven days in May chosen for the analysis. The systems were 

grouped in ensembles with different total capacities and some different compositions of 

systems for each total capacity, and three different metrics were used to quantify the 

variability for these ensembles. The reported variability, evaluated over one single day, is 

therefore related to whether the ensembles consist of many small or a few large systems 

giving the same total capacity within roughly the same area. More systems imply a higher 

dispersion over the service territory (at maximum 48, 96 and 98 km, respectively, between 

systems in each area), but no explicit relation to the degree of dispersion was evaluated.  

The obvious finding is that power production restricted to one or a few sites is more 

variable than production dispersed on a large number of smaller systems. Table 1 summarises 

some illustrative results from the study, in this case the difference in maximum (negative) 

step change between the least and most dispersed PV ensembles for each ensemble capacity. 

The differences are dependent not only on the number of systems aggregated, but also on the 

composition of the ensemble (whether a few systems are dominating in terms of capacity or if 

there is an even distribution), the exact area for dispersion, and the irradiation variability on 

the actual day. Nevertheless, the table shows what smoothing can be achievable through 

distribution of PV systems. Distributing capacity around 1 MWp over smaller, widely spread 

systems could lower maximum daily step changes from around 40-50 % of capacity to around 

5 % of capacity. Note, however, that since only one day was studied for each ensemble, the 



observed maximum step change is probably lower than what would appear over a longer 

observation period. 

 

Table 1. Maximum PV step changes during one observed day in Golnas and Voss (2010). Note that 

the degree of dispersion depends both on the number of systems and whether one or a few systems are 

dominating, which is why the least dispersed ensembles can contain quite a few systems. 

 Least dispersed ensemble Most dispersed ensemble 

Ensemble size 
(kWp) 

Maximum 1-min 
step change (%) 

Number of 
systems 

Maximum 1-min 
step change (%) 

Number of 
systems 

440 37 1 6 11 
1000 17 15 8 17 
1200 50 1 17 8 
1200 43 2 5 15 
2300 36 2 18 11 
2500 21 20 8 22 

 

 This is apparent in Golnas et al. (2011), where the output of distributed PV systems in one 

service area in New Jersey was analysed over the longer period of 11 months with the same 

approach; the systems, 31 in total, were grouped in differently composed ensembles spread 

over different distances, at maximum 155 km between systems. In the study an analysis was 

also made for different time resolutions. The main result is naturally that the variability 

metrics increase systematically with increasing aggregation of individual systems, while the 

dependence on the time resolution is less coherent. As an example of the former, the 

maximum 1-min step change for the largest and most widely spread ensemble (1000 kWp) is 

around 20 % of rated capacity while for a single system (440 kWp) it is around 70 %. These 

maximum step changes are higher than in the previous study. Since an observed maximum is 

dependent on the observation period, a more suitable metric is to use a percentile of the 

distribution of the step changes. Golnas et al. (2011) use the 95th and 99.7th percentiles. For 

the most dispersed ensemble in this study the 95th percentile is 5 % of rated capacity and the 

99.7th percentile is 11 %. As can be seen from those figures, another result is that the 

distribution of the step change is rather long-tailed, meaning that there are large jumps 

between the upper percentiles. 

In the third study, Golnas and Bryan (2011) investigated the output fluctuations from a 

centralized PV plant that was Europe’s largest at the time of writing. This plant, located in 

Rovigo, Italy, has a capacity of 70 MWp in total and consists of 60 individual arrays, covering 

a total area of 850 000 m2. In addition to the previous two studies, the authors systematically 



analysed the impact of dispersion on variability (over relatively short distances, at maximum 

1200 m between systems), as compared to the impact from capacity increases within the same 

limited area. This was done by on the one hand grouping the arrays into differently sized 

ensembles within the same area, and on the other hand considering ensembles of the same 

size dispersed on circles with different radii. The result was, naturally, that increased 

ensemble size dispersed within the same area does not decrease variability, whereas wider 

dispersion of the same capacity does. Dispersion of capacity along circles with radii from 100 

to 600 m made the maximum observed step change over 9 months decrease from almost 70 % 

to around 45 % of capacity at the 1-min resolution. Note the difference to the previous 

studies, where the wider dispersion (maximum distances between systems in the order of 100 

times longer) gave considerably lower maximum step changes. 

A limited study of observed impacts of clouds on variability is provided by Kankiewicz et 

al. (2010). The study concerns a large PV plant covering 728 000 m2 (180 acres) of land with 

a rated capacity of 25 MWp, located in Florida. The analysis is based on electricity production 

data monitored at the 17 subsystems of the plant. The results presented are restricted to one 

day in December, but the time resolution of 10 seconds is higher than in the studies above. 

The impact of dispersion over the area of the plant can be clearly seen. The maximum 10-

second step change observed over this day with passing clouds is around 60 % of capacity for 

individual subsystems (sized 0.8-1.6 MWp) and around 5 % for the whole 25 MWp system. 

The same figures for the 1-min resolution are around 40 % and 20 %, respectively. If 

observed over a longer period of time, the figures would probably be more similar to those of 

the Rovigo plant.  

Two studies by Marcos et al. (2011a,c) analyse the impacts on variability from increasing 

system size and from increasing geographical dispersion of up to eight Spanish PV systems in 

the capacity range of 48 kWp to 9.5 MWp, over distances of up to 60 km. The analysis is more 

detailed than most of the previous ones and covers time resolutions from 1 second up to 10 

minutes. The studies show both the variability of differently sized individual systems and of 

different aggregates of systems on variability. As an example, in Marcos et al. (2011a) the 

maximum 1-s step change is around 55 % of capacity for the smallest system (48 kWp) and 

merely around 5 % for the largest system (9.5 MWp), from one-year observations. The 

corresponding figures for the 1-min resolution are around 100 % and 70 %. The authors also 

report the 90th percentile of the step changes, plotted in Figure 1 against the plant area. As can 

be seen, there is considerable smoothing on the shorter time scales. Combining six systems 

within distances of 60 km further reduces the total variability. In Marcos et al. (2011c) the 



99th percentiles are reported for all possible combinations of up to six plants. These decrease 

from around 10 % of capacity for one system to around 2 % for six systems at the 1-s 

resolution. The corresponding drop for the 1-min resolution is from 85 % to 35 %.  

 

 
Figure 1. 90th percentile of step changes in the output from differently sized PV plants, based on 

values reported in Marcos et al. (2011a). 

 

The latter study also uses these data to find empirical relations between the number of 

dispersed PV plants grouped, the 99th percentile of the step change, and the time resolution. 

The percentile decreases systematically with the dispersion and increases with the time 

resolution. For the extreme resolutions the decrease is from around 10 % of capacity to 2 % 

for the 1-s resolution, as mentioned, and from 90 % to 50 % for the 10-min resolution. In an 

attempt to generalize their findings the authors also fit their data to an empirical function 

relating the 99th percentile of the step change to the PV plant size and the number of dispersed 

systems (see below).  

Two studies are also worth mentioning that consider the smoothing effect from dispersion 

over nation-wide distances. Murata et al. (2009) analysed electricity production data from 52 

sites distributed over Japan. The main goal of the study was to relate the maximum step 

change to the standard deviation via empirically determined so-called fluctuation coefficients 

(see further discussion below). Wiemken et al. (2001) studied the electricity production from 

100 PV systems spread over Germany, all monitored over one year with a 5-min resolution. 



The main findings were that no step changes at this resolution were higher than 5 % of total 

capacity. Also, the aggregate power was never above 65 % of the total capacity. 

 

Observed variability and smoothing in solar radiation data 

Since PV variability depends directly on the variability in the irradiation on the solar cells, 

expected smoothing from geographical dispersion can also be determined from radiation data. 

An early study was made by Otani et al. (1997) using a Japanese radiation monitoring setup 

with 9 sites in a 4 x 4 km grid. The authors used a metric called the fluctuation factor, which 

is defined as the rms value of the fluctuations. With aggregation across the monitoring grid 

the authors could show that fluctuation factors based on 1-min data decreased by 40 % on 

average over one studied month and by 87 % at maximum. The same experimental setup was 

used by Kawasaki et al. (2006) to study the impact of different typical weather types on 

fluctuations and smoothing across the grid, showing distinctly different fluctuation patterns 

and degrees of smoothing on clear and rainy days and on days with moving clouds.  

In a more recent study, Lave and Kleissl (2010) used measurements of global radiation on 

the horizontal plane at four sites in Colorado, located between 19 and 197 km apart, to study 

the smoothing effect. The maximum ramp rate, observed in 5-min data covering one whole 

year, was between 161 and 189 Wm-2min-1 for individual sites and 112 Wm-2min-1 for the 

four sites combined. As ramp rates in Wm-2 depend both on the sun’s deterministic position in 

the sky and on cloud movements, it is customary to analyse the clearness index (actual 

radiation divided by the clear-sky radiation) rather than the absolute irradiance. Mills and 

Wiser (2010) used the clearness index determined from 1-min global horizontal radiation data 

covering one whole year to quantify the smoothing from dispersion of 23 PV sites over 

distances from 20 to 440 km. For example, the authors found that the 99.7th percentile 

dropped from 0.58 for one site to 0.19 for five sites, and to 0.09 for all 23 sites. Since the 

clearness index and the PV output relative to rated capacity are related, it is not surprising that 

these figures are comparable in size to the 99.7th percentile values for the PV output in Golnas 

et al. (2011) mentioned above.  

Lave et al. (2011) used a one-month series of 1-s data for the clearness index at six sites, 

separated by less than 3 km, in San Diego, USA, to determine fluctuations on different time 

scales with a spectral analysis. Two metrics were used to characterize the variability; the 

fluctuation power index (fpi) and the variability ratio (VR). The fpi describes the power 

content in the fluctuations at each timescale. The VR is the fpi for one site divided by the fpi 



for a set of aggregated sites. Thus, it shows the reduction in variability with aggregation. One 

of the results from the study is that the VR is around 6 (the number of sites) for short 

timescales and approaches 1 for longer timescales. This is analogous with the reduction in 

variability being equal to the number of sites for short timescales, for which the clearness 

indices are virtually uncorrelated, and with a slight or no reduction for longer timescales, for 

which the clearness indices are strongly correlated. The same thing can be seen in Figure 1 

above where the plant size has less impact on the variability for longer times scales.  

 

Theoretical and empirical models 

Since widespread distributed PV has been extensively integrated in distribution systems just 

over the past one and a half decade, early studies used modeling techniques to determine the 

impact of moving clouds on aggregate PV generation. An early study was made by Jewell and 

Ramakumar (1987) who simulated clear-sky radiation and cloud movements to study the time 

to loss of all PV capacity in a service area due to movement of a squall line. Different service 

areas with uniformly distributed PV systems were considered. For example, the authors 

concluded that time for loss of all PV capacity during such an event was 1.8 min for a 10 km2 

area and 176 min for a 100 000 km2 area.  

Another early study on ramp rates in aggregate PV production was made by Kern et al. 

(1989). They used monitored PV production data from four individual systems combined with 

cloud models to find the aggregate power production from 28 PV systems and their total 

ramps during cloud passages. In total, 62 kWp rated capacity was considered, spread over an 

area of 202 000 m2 (50 acres). Over a whole cloud passage event, the average ramps were 

found to be 75 % of total capacity for a single system and 60 % for 28 systems. This 

corresponded to a ramp rate of 10 % per second for the single system and 3 % per second for 

28 systems. Although hard to compare directly to the observed variability above, it is in the 

same order of magnitude observed e.g. for the systems in Figure 1.      

More recent modeling efforts have tried to find generalized methods that can be used to 

determine the output variability in an arbitrarily large and arbitrarily distributed fleet of PV 

systems. Murata et al. (2009) suggested a partly empirical method to determine the maximum 

power fluctuation for an arbitrary aggregate of PV sites and implemented it, as mentioned, for 

Japanese nation-wide radiation data. In short, the model requires empirical data for the so-

called output fluctuation coefficient, which is the ratio of the maximum step change to the 

standard deviation, and for the correlation coefficients between a representative number of 



sites. By using the correlation data the standard deviation of an arbitrary set of sites can be 

determined, and the maximum step change can be found by multiplying this extrapolated 

standard deviation with the empirical output fluctuation coefficient. A percentile of the step 

changes for an arbitrary aggregate can be determined in the same way. The drawback of this 

method is of course the extensive data requirement. 

A more elegant model based only on theoretical considerations was proposed by Hoff and 

Perez (2010) and is worth discussing in detail. The model is based on a variability metric 

called the relative output variability, which is the standard deviation of the ∆t time step 

changes for the aggregate output from a fleet of N distributed PV systems (  

 

σ∆t
N ), divided by 

the standard deviation for the same fleet concentrated in one single location (    

 

σ∆t
1 ). Another 

central concept is the dispersion factor, defined as 

  

 

D =
L

V∆t
 

 

where L is the extension of the PV fleet in the direction of cloud movement, V is the transit 

rate of clouds and ∆t is the time resolution. The dispersion factor is thus the number of time 

intervals required for a cloud disturbance to pass over the whole PV fleet. The variability for 

this fleet of systems is dependent on the relative magnitudes of N and D. Four different cases 

can be defined:  

 

1. The spacious region, N << D, where the output variability is independent between 

systems. The relative output variability in this region is inversely proportional to the 

square root of the number of systems:  

    

 

σ∆t
N

σ∆t
1 =

1
N

 

 

2. The optimal point, N = D, where a cloud shading one system will shade the next one 

in exactly one time step. At this point the relative output variability is  

    

 

σ∆t
N

σ∆t
1 =

σN∆t
1

σ∆t
1

1
N

 

 

3. The crowded region, N > D, where a cloud affects more than one system of the fleet in 

one time interval. The relative output variability is then 



    

 

σ∆t
N

σ∆t
1 =

σD∆t
1

σ∆t
1

1
D

 

 

4. Finally, the limited region, N < D, where a cloud disturbance does not reach the next 

PV system before the next time interval. For this region, no explicit expression for the 

relative output variability can be found, but a limiting value as D increases is the same 

as for the spacious region, i.e. 

    

 

σ∆t
N

σ∆t
1 =

1
N

 

 

A schematic outline of the relative output variability in these different regions is given in 

Figure 2.  

 

 
Figure 2. Schematic outline of the relative output variability as a function of the dispersion factor, with 

the different regions in the Hoff and Perez model indicated. Based on a similar outline in Hoff and 

Perez (2010). 

 

Hoff and Perez use the theoretical model to determine the relative output variability in three 

scenarios where 100 MWp PV capacity is distributed in different ways: one central power 

plant, 100 plants of 100 MWp each and 20 000 plants of 5 kWp each. The relative output 



variability in these three scenarios was 18 %, 10 % and less than 1 %, respectively. An 

important observation is that the variability from the central power plant depends on the cloud 

transit rate and thus on the dispersion factor, while the variability from distributed systems 

depends on the number of systems. 

These theoretical results are yet to be compared to data for real systems. Already, however, 

there have been attempts to test the validity of the model by some other authors. In an 

empirical model proposed by Marcos et al. (2011a,c) and fitted to the monitoring data already 

summarized above, the models for the crowded and spacious regions were reproduced. 

Already in Marcos et al. (2011a) it was noted that the curves shown in Figure 1 above could 

be fitted to exponential functions for the 90th percentile of the step change. Following the 

notation of Marcos et al., these functions are on the form: 

 

    

 

90th ∆P∆t,N( )= mS−c 

 

where S is the plant area, m is some proportionality constant and c is, for short time steps, 

equal to 0.5. This means that for high time resolutions the percentile decreases in proportion 

to     

 

1 S . Noting that the square root of the plant area is the extension of the plant in one 

direction, this appears to correspond to the expression for the crowded region, where the 

output variability is inversely proportional to the dispersion factor D, which in turn is 

proportional to the plant extension L. For lower resolutions c approaches zero. This is also in 

line with the crowded region model, where the relative output variability approaches one for 

lower dispersion factors. This means that plant size does not influence the fluctuations on 

longer time scales, since clouds have time to pass over the whole plant within single time 

steps. 

Marcos et al. (2011c) extend their empirical model to the 99th percentile of the step change 

for an arbitrary set of N sufficiently uncorrelated plants with plant areas S: 

 

    

 

99th ∆P∆t,N( )= 99th ∆P600,1( )1 − e−0.24∆t( )S−cN −a 

 

where     

 

∆P600,1 is the hourly step change for one individual system. To obtain the parameters c 

and a the expression is fitted to data describing the smoothing with plant size and to data for 

the smoothing with site aggregation. As previously, for small ∆t the c parameter turns out to 



be close to 0.5 and for large ∆t close to zero, analogous to the crowded region. For large ∆t 

the a parameter is close to 0.5 and increases for shorter time scales. For the longer time scales 

this apparently corresponds to the Hoff and Perez model for the spacious region, because of 

the proportionality to     

 

1 N . However, as the authors point out, the correlations between all 

considered sites was close to zero for all time scales, which suggests that the spacious region 

model should hold for all considered ∆t. It is not entirely clear why the a parameter increases, 

but it might be an effect of the increasing total plant area, which provides further smoothing 

for high resolutions. 

As Hoff and Perez, the authors use the model to extrapolate the 99th percentile of step 

changes for 100 MWp PV capacity distributed in different ways. Some selected results are 

shown in Table 2. The value for the 1-min step changes can be compared to the empirical 

findings from the Rovigo system as reported by Golnas and Bryan (2011). The value 

estimated here for the centralized system is 70.9 % of capacity, whereas the maximum step 

change observed over 9 months for the Italian 70 MWp plant apparently was around 45 %. 

One reason for the difference may be that the model, as admitted in the study, overestimates 

the percentile for larger areas and in particular for longer timescales (1-min and 10-min). 

Another reason could also be differences in local weather conditions and cloud movements. 

 

Table 2. Calculated variability of 100 MWp PV on different time scales (Marcos et al. 2011c). 

N S (Ha) 
99th percentile (% of total capacity) 

1-s 1-min 10-min 
1 651 0.9 70.9 86.1 

10 65.1 0.5 18.6 31.3 
100 6.51 0.2 4.9 11.3 

1 000 0.651 0.1 1.3 4.1 
10 000 0.0651 0.1 0.3 1.5 

 

 



Appendix A 

Studies 

Methodology 
(monitoring, 
simulation, 

etc.) 

Data (time resolution, 
time period covered, 

number of systems, etc.) 

Variability metrics (ramps, 
standard deviation, etc.) PV system size / dispersion Most important findings 

Golnas and Voss 
(2010) 

Statistical 
analysis of 
monitored 
electricity 
production 

 Electricity production 
from 67 systems in three 
service areas 
 1-min resolution 
 4 observed hours per day 

on 7 days in May 2010 

 Standard deviation of step 
change 
 Maximum power drop 

between time steps 
 Fraction of step changes 

above 10 % of capacity  

 Differently sized ensembles of 
up to 22 systems 
 Total capacities from 440 to 

2500 kWp 
 Maximum distance between 

systems 98 km  

 Variability depends on ensemble 
size and composition 
 Most power changes within 10 % of 

capacity 
 For 2/3 of the ensembles more than 

90 % of step changes below 10 % of 
capacity 

Golnas et al. 
(2011) 

Statistical 
analysis of 
monitored 
electricity 
production 

 Electricity production 
from 31 systems in one 
service area 
 1-, 10- and 60-min 

resolution  
 4 observed hours per day 

over 11 months, 
September 2010 – July 
2011 

 Maximum step change 
 Distribution of step 

changes 
 95th and 99.7th percentiles 

of step changes 

 Differently sized ensembles of 
up to 23 systems  
 Total capacities from 440 to 

1000 kWp 
 Maximum distance between 

systems 155 km 

 Variability depends on ensemble 
size and composition 
 For most distributed fleets 95 % of 

1- and 10-min step changes below 
10 % of capacity 

Golnas and 
Bryan (2011) 

Statistical 
analysis of 
monitored 
electricity 
production 

 Electricity production 
from 60 separate arrays 
of one large system 
 1-min to 60-min 

resolution 
 4 observed hours per day 

over 9 months, December 
2010 – August 2011 

 Standard deviation of step 
changes 
 Maximum step change over 

monitoring period 
 Step changes exceeding a 

certain magnitude 

 Differently sized ensembles of 
up to 60 arrays 
 Total capacities from 6 MWp to 

70 MWp 
 Dispersion within a radius of 

up to 600 m   

 Variability depends on dispersion 
and not on total capacity 
 Maximum step change 40-60 % of 

total capacity depending on time 
resolution 
 Probability of step changes above 

50 % of total capacity below 0.02 % 
for time steps between 1 min and 
30 min 



Hoff and Perez 
(2010) 

Modelling / 
simulation 

Theoretically derived 
model relating PV output 
variability on different 
time scales to the so-called 
dispersion factor (number 
of time steps required for a 
cloud to pass the PV fleet) 

Relative output variability: 
ratio of the standard 
deviation of step changes for 
a distributed PV fleet to the 
standard deviation for a 
single point location 

Modelling of 100 MW PV 
capacity in three scenarios: 

• One central power plant 
• 100 plants, each 100 MW 
• 20 000 plants, each 5 kW 

• Analytical formulas for the relative 
output variability for four different 
sizes of the dispersion factor in 
relation to the number of PV 
systems 

• In the three modelled scenarios, 
relative output variability is 18 %, 
10 % and less than 1 %, 
respectively 

Jewell and 
Ramakumar 
(1987) 

Modelling / 
simulation 

• Simulated clear-sky 
radiation and cloud 
movements 

• Time resolution from 6 
seconds to 5 minutes 

• Time to loss of all PV 
generation in a service area 

• Maximum loss of PV within 
a certain time frame 

• Uniform distribution of PV 
systems within a service area 
(no exact capacity given) 

• Service areas from 10 km2 to 
100 000 km2 

• Time for loss of all PV capacity due 
to a squall line range is 1.8 min for a 
10 km2 area and 176 min for a 100 
000 km2 area 

• During a 1 min interval 15.9 % of 
total PV capacity may be lost for a 
10 km2 area and 2.7 % for a 100 
000 km2 area 

Kankiewicz et al. 
(2010) 

Statistical 
analysis of 
monitored 
electricity 
production 

• Electricity production 
from 17 subsystems 
within one large system 

• Time resolution from 10 
seconds to 60 minutes 

• Analyzed data from one 
day (December 13, 2009) 

Power step changes 

• 17 containers (array 
groupings) of 0.8-1.6 MWp 
within one system 

• Total capacity 25 MWp 
• Covers 180 acres of land 

• 10-sec maximum step changes 
around 60 % for individual 
containers, around 5 % for whole 
25 MWp site 

• 1-min step changes within 40 % of 
capacity for 1.6 MWp, within 20 % 
for 25 MWp 

• 10-min and 60-min step changes 
similar for 1.6 MWp and 25 MWp 
(within 40 %) 

Kawasaki et al. 
(2006) 

Statistical 
analysis of 
monitored 
radiation data 

 Global horizontal 
radiation from 9 sites 
 1-min resolution 
• Four days with different 

weather types (July and 
August 1997) 

• Frequency distribution of 
fluctuations (Fourier 
transform) 

• Magnitude of fluctuations 
(Wavelet transform) 

• 9 sites within a 4 × 4 km grid 

• The largest fluctuations and the 
largest smoothing naturally appear 
on days with moving clouds 

• Clear and rainy days have the 
lowest fluctuations and the smallest 
smoothing 



Kern et al. 
(1989) 

Modelling / 
simulation 

• Modelled electricity 
production of 28 
aggregated systems, 
extrapolated with cloud 
models from 4 monitored 
systems 

• 1-s resolution 
• 10 minutes on one day 

(September 25, 1987) 
studied 

• Average ramps during 
cloud passage events 

• Ramp rates per second 
during these events 

• 28 systems, each with 2.2 kWp 
rated power 

• Total rated capacity 61.6 kWp 
• Spread over a 50 acre area 

• Average ramps during cloud 
passage 75 % of total capacity for a 
single system, 60 % for 28 systems 

• Average ramp rates during cloud 
passages 10 % per second for a 
single system, 3 % per second for 
28 systems 

Lave and Kleissl 
(2010) 

Statistical 
analysis of 
monitored 
radiation data 

• Global horizontal 
radiation data of four 
sites 

• 5-min resolution 
• One whole year (2008) 

• Statistical ramp rate 
metrics (maximum, mean, 
standard deviation) 

• Probability distribution of 
ramp rates 

• Four sites 
• Distances between the sites 

range from 19 to 197 km 

• Mean ramp rates are between 6.2 
and 9.9 Wm-2min-1 for single sites, 
5.6 Wm-2min-1 for the four sites 
combined 

• Maximum ramp rate is between 
160.8 and 188.6 Wm-2min-1 for 
single sites, 111.8 Wm-2min-1 for the 
four sites combined 

Lave et al. 
(2011) 

Statistical 
analysis of 
monitored 
radiation data 

• Clearness index at six 
sites 

• 1-s resolution 
• Almost one month (July 

31 – August 25) 

• Coherence spectra 
• Fluctuation power index 

(power content in 
fluctuations at each 
timescale 

• Variability ratio for 
different time scales 
(reduction in variability 
with aggregation) 

• Six sites 
• Distances between sites up to 

3 km 

• Variability ratio close to the 
number of sites for timescales 
shorter than about 4-min 

• Variability ratio nearly one for 
timescales longer than 1-h 

Marcos et al. 
(2011a) 

Statistical 
analysis of 
monitored 
electricity 
production 

• Electricity production 
from 8 individual systems 

• 1-sec to 10-min 
resolution considered 

• One year, May 2008 – 
April 2009  

• Maximum power step 
changes 

• 90th percentile of step 
changes 

• Distributions of power step 
changes 

• Fitted empirical expression 
for 90th percentile step 
change as a function of 
plant size 

• 8 separate systems with 
capacities ranging from 48 
kWp to 9.5 MWp 

• Land area covered from 0.21 
to 52 hectares 

• Distances between systems 
from 6 to 60 km 

• Maximum 1-sec power step change 
is around 55 % for the smallest 
system and around 5 % for the 
largest system 

• Maximum 10-min step change is 
between 90 and 100 % for all 
systems 

• 90th percentile step change can be 
described by an exponential decay 
function with parameters 
dependent on the time resolution 



Marcos et al. 
(2011c) 

Statistical 
analysis of 
monitored 
electricity 
production 

 Electricity production 
from 7 individual 
systems 
 1-sec to 10-min 

resolution considered 
 One year (2009) 

 Maximum power step 
changes 
 99th percentile of step 

changes 
 Distributions of power step 

changes 
 Fitted empirical expression 

for 99th percentile step 
changes as a function of 
plant size and number of 
sufficiently dispersed 
(uncorrelated) systems  

 Different combinations of 7 
separate systems with 
capacities from 1 to 9.5 MWp, 
20 MWp in total 
 Land areas covered by system 

from 4.1 to 52 hectares 
 Distances between 6 of the 

sites from 6 to 60 km, 7th site 
320 km away 

 Maximum power fluctuations 
decrease from around 10 % for one 
system to around 2 % for 6 systems 
at 1-s time resolution, from 90 % to 
50 % at 1-hour resolution 
 Maximum power fluctuation for 

individual sites vary with system 
size from around 70 % for 1 MWp 
to 30 % for 9.5 MWp at 10-s 
resolution, from around 85 % to 70 
% at 60-s 
 99th percentile step change can be 

empirically related to inverse 
powers of the system size and the 
number of dispersed systems 

Mills and Wiser 
(2010) 

Statistical 
analysis of 
monitored 
radiation data 

 Clear-sky index for 23 
sites calculated from 
global horizontal 
radiation 
 1-min resolution 
 One year (2004) 

 Cumulative distribution 
functions for step changes 
 Statistical metrics of step 

changes (maximum, 
standard deviation, 99.7th 
percentile)  

 23 sites 
 Distance between sites from 

20 to 440 km 

 Decrease in all statistical metrics 
with increasing aggregates, e.g. 
99.7th percentile drops from 0.58 
for one site to 0.19 for 5 sites, and 
to 0.09 for 23 sites at 1-min 
resolution 
 The empirical distribution of step 

changes is more fat-tailed than a 
normal distribution but the 
similarity increases with 
aggregation  

Murata et al. 
(2009) 

Statistical 
analysis of 
monitored 
electricity 
production and 
radiation data 

 Electricity production 
and global horizontal 
radiation from 52 sites 
 1-min resolution 
 3 months (May, August, 

October) 

Two fluctuation coefficients 
based on step changes with 
different resolutions: 

 Ratio of maximum to 
standard deviation 
 Ratio of 99.75th percentile 

to standard deviation 

 52 sites spread over Japan 
 Rated PV systems capacities 

from 0.12 to 5.6 kW, 3.2 kW on 
average 

 Extrapolated fluctuation 
coefficients for an infinite number 
of PV systems in a given region 
decrease with time resolution, e.g. 
the ratio of maximum to standard 
deviation is around 6-7 for 1-min 
and around 3 for 20-min 
 The maximum step change from an 

arbitrary set of systems can be 
derived from the fluctuation 
coefficients and an analytical 
expression of the standard 
deviation 



Otani et al. 
(1997) 

Statistical 
analysis of 
monitored 
radiation data 

 Global horizontal 
radiation from 9 sites 
 1-min resolution 
 One month (October 

1996) / one day (May 16, 
1996) 

 Fluctuation factor (rms 
value of the fluctuations) 
 Power spectral density 

 9 sites within a 4 × 4 km grid 

 Daily fluctuation factors decrease 
by 40 % on average over one 
month and by 87 % at maximum 
 Power spectral density peaks and 

average values decrease with 
aggregation 

Wiemken et al. 
(2001)  

Statistical 
analysis of 
monitored 
electricity 
production 

 Electricity production 
from 100 systems 
 5-min resolution 
 One year (1995) 

 Frequency distribution of 
ramps  
 Output power distribution 

 100 individual 1-5 kWp 
systems 
 243 kWp in total 
 Spread out over Germany, 600 

× 750 km2 

 No ramps above 5 % of total 
capacity  
 Power levels below 65 % of total 

capacity 
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